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Introduction

Since the invention of the transistor in 1947 and the development of integrated circuits in the late 1950’s, there was a rapid progress in the development and miniaturization of the solid state devices and electronic circuit components. This miniaturization raises a question “How small do we have to make a device in order to get fundamentally new properties?” [1], or more concretely, when do the quantum effects become important. During the last 30 years, the innovations in fabrication and cooling techniques allowed to produce nanometer scale solid-state or single molecule-based devices and to perform electrical transport experiments at temperatures below one Kelvin (1 K), and thus to address such question. In this thesis we are concerned with the theoretical description of one kind of such devices called quantum dots.

As the name suggest a quantum dot is a system where particles are confined in all three directions, which makes it effectively zero dimensional and corresponds to discrete electronic orbitals (levels) and excitation spectrum. This is analogous to the situation in atoms, where confinement potential replaces the potential of the nucleus, thus quantum dots are often referred to as artificial atoms [2, 3]. Additionally, in order for the system to be truly quantum, the size of the dot has to be comparable to the de Broglie wavelength of the electrons in it. What we have mentioned so far is rather abstract conditions, which practically can be realized in various systems, such as, electrically confined electrons in semiconductor nanowires, two dimensional electron gases, carbon nanotubes, or just small metallic particles, nanoscale pieces of semiconductor.

One of the usual ways to make an electronic device with quantum dots is the transistor setup, where the dot is coupled by electron tunneling to the source and drain leads, which can maintain a voltage bias across it. This kind of setup can be referred to as transport junction. If the temperature and the tunnel couplings to the leads are low compared to the energy scale associated with charging of the dot, the electrons from the leads are either transferred one-by-one through the junction or the transport is blocked, which is known as the Coulomb blockade regime [4]. This depends on the positions of the levels and electrostatic environment of the dot, which can be tuned with an additional gate electrode. As a practical application, it was proposed that operating in such a regime the junction can be used as charge sensor [5], for sensitive temperature measurements [6], or as high efficiency thermoelectric device [7]. Also the current signal acts as a spectroscopic tool, and gives the information about quantum properties of the quantum dot, which is interesting for the studies of fundamental physics. For instance, if a quantum dot has an odd number of electrons, because of the one unpaired electron spin, it acts as a magnetic impurity, which can be screened by conduction electrons, which is known as the Kondo effect. This is an interesting phenomenon, which was first observed in 1930’s experimentally in metals containing magnetic impurities [8], and only 30 years later the first theoretical explanation was given by Jun Kondo in 1964 [9]. The observation of the Kondo effect in quantum dots in late 1990’s [10, 11], where it manifests itself through zero bias differential conductance due to so-called Abrikosov-Suhl resonance [12, 13], has revived the interest in this problem. Additionally, during the last decade it became possible to fabricate hybrid systems where quantum dots are contacted to superconducting leads [14]. These kind of systems allow to study the interplay between superconductivity and Coulomb blockade.
In this thesis we are investigating three problems, which deal with quantum dots in transistor type setup. Even though the setup is similar for all examined problems, the theoretical tools used to solve them are rather distinct. That is why the thesis is divided in three parts. In the following paragraphs we give a short technical description of the individual parts.

The first part is dedicated to the examination of the so-called cotunneling spectroscopy of the quantum dots, where in the Coulomb blockade regime simultaneous electron transport happens through the junction by virtual occupation of the excited states of the dot. More specifically, we address the renormalization effects of such spectroscopy due to higher order tunneling processes by considering energy level shifts using leading order quasi-degenerate perturbation theory. Then the renormalization of the cotunneling spectrum for particular carbon nanotube quantum dots connected either to normal metal or ferromagnetic leads is examined using the presented theory.

The second part is devoted to the study of the emergence of sub-gap states in a junction consisting of two superconducting leads coupled to a spinful quantum dot. The system is modelled by an effective Kondo model, where conduction electron spins are interacting with an impurity spin. If the impurity spin is treated as a classical quantity the problem can be solved exactly, which yields the so-called Yu-Shiba-Rusinov states inside the gap. For a quantum spin the bound states and their energy are found using the Yosida’s wavefunction ansatz approach. Additionally, the relation between the supercurrent and the sub-gap states is studied.

In the last part we address the question “How the heat transport due to center of mass vibrational modes can be reduced in a molecular junction, while maintaining electrical conductivity?”. As one of the possible suggestions we consider a molecular design consisting of two large masses coupled to each other and to the leads. By having a small spring constant between the masses, it is possible to reduce the heat transport due to vibrations. As one of the possible realization of this idea we examine \( \pi \)-stacked molecular structures. The resulting heat transport is compared with the situation when the molecule is modelled as a single mass.
Part I

Tunneling renormalization of cotunneling spectroscopy
Chapter 1

Sequential tunneling and cotunneling spectroscopy of quantum dots

Figure 1.1: Quantum dot coupled to the source, drain, and gate electrodes. Here $V$ denotes source-drain bias, $V_g$ is the gate voltage, $I$ is the current flowing through the device, and $t_{L,R}$ are tunnel couplings from the quantum dot to the source and drain.

Solid-state quantum dot devices are made of nanostructure tunnel coupled to source and drain electrodes. If the temperature is very low and the Coulomb interaction is sufficiently strong, the device is said to be in the Coulomb blockade regime [4]. The characteristic feature of such a system is the suppression of the single electron transport processes and the appearance of simultaneous few electron transport, called the cotunneling effect, in which energetically unfavorable states are populated by virtual transitions from the lead having higher chemical potential for the electrons, and then this population is relaxed to the lead having smaller chemical potential. The chemical potential difference across the junction can be obtained by voltage biasing it. The cotunneling processes are classified either as elastic, if the quantum dot energy state is unchanged, or inelastic, if the quantum dot is left in the excited state after charge transport [15]. Whether the device will be left in the excited state depends on the applied bias across the device. In such a way, by performing bias spectroscopy [16–18], one can obtain the energy level structure of the quantum dot, which is important for understanding and predicting the behavior of the device.

It is known that the coupling to the leads produces quantum dot energy level shifts [19, 20]
1. SPECTROSCOPY OF QUANTUM DOTS

Figure 1.2: Different charge states $N$ of a simple case of a quantum dot containing two single particle states $\varepsilon_1 = -\frac{\Delta}{2}$ and $\varepsilon_2 = \frac{\Delta}{2}$. Black dots denote occupied single particle states and $\Delta$ is energy difference between them. Here constant energy for all charge states $E_{c,N}$ is neglected.

and broadening due to hybridization of the lead states with the quantum dot states. These kind of effects were already experimentally observed for carbon nanotube quantum dots with normal leads [21], where asymmetry between coupling to different orbitals causes a gate dependent cotunneling threshold, and with ferromagnetic leads [22–28], where spin-dependent tunneling creates an exchange field, which may depend on the gate voltage. A large number of theoretical works dealing with the case of ferromagnetic leads and exploiting different methods was already presented [29–44].

In this part of the thesis I investigate the carbon nanotube quantum dot cotunneling thresholds and the effects of their renormalization due to the tunneling to the leads. Two different cases of normal (Chapter 4) and ferromagnetic (Chapter 5) leads are examined. Throughout this part, except in Chapter 3, we employ units in which the Planck constant, the Boltzmann constant, the elementary charge, and the Bohr magneton are equal to one, i.e. $\hbar = k_B = e = \mu_B = 1$.

The device under consideration is a quantum dot coupled to the source and drain electrodes, which have an applied bias $V$ and maintain a current $I$ through the device (Figure 1.1). There is also another gate electrode, capacitively coupled to the quantum dot, which is used to change the electrostatic environment on the dot by applying a voltage $V_g$ to it. By sweeping the source-drain voltage $V$ and the gate voltage $V_g$ it is possible to acquire spectroscopic information about the quantum dot region. If the device is in the Coulomb blockade regime one gets diamond like differential conductance ($dI/dV$) dependence on the source-drain $V$ and the gate $V_g$ voltages, which is shown in schematic contour plot, called a stability diagram, in Figure 1.4.

1.1 Constant interaction model

The interpretation of the experimental data of transport through quantum dots operating in the Coulomb blockade regime can be based on a constant interaction model [4, 15]. In this model it is assumed that the Coulomb interactions on the dot can be parameterized by a charging energy $E_c$ required when adding an additional electron to the quantum dot. It is also assumed that the single particle energy level spectrum $\varepsilon_n$ of the quantum dot is independent of these interactions. So the total energy of the system having $N$ electrons, and occupying particular single particle states $\varepsilon_n$ is given by

$$E_{N,l} = \frac{E_c}{2}(N - N_g)^2 + \sum_{n \text{ corresponding to } l} \varepsilon_n,$$

(1.1)

where the label $l$ denotes a particular occupation of single particle orbitals for a given number of electrons, and we will simply call it the orbital quantum number. Here $V_g = E_cN_g$ corresponds to the gate voltage.
Figure 1.3: Illustration of first order sequential tunneling and second order cotunneling processes. For sequential tunneling (a) the solid lines denote the transitions through the ground states and the dashed lines through the excited states. The yellow regions schematically denote filled continuum states of the leads. Here $D$ denotes the bandwidth of the leads, $V$ is symmetrically applied bias, with $\mu_L = -\mu_R = \frac{V}{2}$ being chemical potentials of the source ($\mu_L$) and the drain ($\mu_R$).

Let us consider some empirical rules used to determine the position of the differential conductance peaks in the stability diagram. A differential conductance peak appears, whenever the energy difference between two different charge states matches the chemical potential of the source ($\mu_L$) or drain ($\mu_R$) lead. For simplicity, we assume the bias to be applied symmetrically to the leads, i.e. $\mu_L = -\mu_R = V/2$. Such peaks result from first order processes called sequential tunneling, and are illustrated in Figure 1.3a, for a simple case of a quantum dot containing two single particle orbitals. So the bias threshold value for sequential tunneling is

$$\mu_{L,R} = \pm \frac{V_{\text{seq}}}{2} = E_{N,l} - E_{N-1,l'} \equiv \mu_{N,ll'}.$$  \hfill (1.2)

Sequential tunneling processes determine the Coulomb diamond structure of the stability diagram. There can also appear differential conductance peaks inside the diamonds, called “inelastic cotunneling lines”, and they result from second order tunneling processes (Figure 1.3b). The bias threshold value for inelastic cotunneling is given by the energy difference between different orbitals $l$ and $l'$ in a given charge state:

$$|V_{\text{cot}}| = E_{N,l} - E_{N,l'}.$$  \hfill (1.3)

More precisely this condition corresponds to a inflection point position of $dl/ddV$. Note that if the single particle level spacing does not contain any kind of gate voltage dependence, then the cotunneling threshold always corresponds to a horizontal line in the stability diagram. For a quantum dot containing two single particle orbitals the schematic stability diagram is shown in Figure 1.4.
1. SPECTROSCOPY OF QUANTUM DOTS

Figure 1.4: Schematic stability diagram for a quantum dot containing two single particle orbitals. In this case there is one Coulomb diamond and (black solid) cotunneling line due to transition from the single particle state $\varepsilon_1$ to the state $\varepsilon_2$ in a charge state $N = 1$. Gray dashed-dotted lines depict the threshold for the sequential tunneling through the ground state, and gray dotted lines depict the threshold for the sequential tunneling through the excited state. Black dashed line shows the position of the zero bias $V = 0$.

Figure 1.5: Bias spectroscopy performed for a carbon nanotube quantum dot attached to ferromagnetic leads with an applied perpendicular to the tube axis magnetic field of size $B = -1$ T. The gate dependent cotunneling thresholds are observed, which are accentuated by the green dotted curves. For a particular gate voltage the external magnetic field is compensated by an exchange field appearing due to tunneling renormalization. The white arrows denote the ground state of the quantum dot, i.e. either spin-up or spin-down depending on the gate voltage. The yellow dashed lines depict differential conductance peaks corresponding to the sequential tunneling threshold, and the numbers 0, 1, 2 mark the charge state of the quantum dot. The differential conductance $dI/dV_g$ is measured in terms of the conductance quanta $G_0 = e^2/h$. 
Figure 1.6: Bias spectroscopy performed for a carbon nanotube quantum dot attached to normal leads. The gate dependent cotunneling thresholds are observed for different Coulomb diamonds in b) and c). The green arrows denote the slopes of the positive bias cotunneling thresholds. The differential conductance $G = dI/dV_{sd}$ is measured in terms of the conductance quanta $G_0 = e^2/h$.

Figure 1.7: Bias spectroscopy performed for a carbon nanotube quantum dot attached to normal leads, with an applied magnetic field parallel to the tube axis. Here also the gate dependent cotunneling thresholds are observed. When the magnetic field is increased the gate dependence becomes diminished. The green arrows show the slopes of the positive bias cotunneling thresholds, and the green curves correspond to zero bias differential conductance. The differential conductance $dI/dV_{sd}$ is measured in terms of the conductance quanta $G_0 = e^2/h$. 
1.2 Experiments regarding the tunneling renormalization of cotunneling spectroscopy

From the analysis method presented in Section 1.1 we saw that when the single particle level spacing does not depend on the gate voltage, the cotunneling threshold is also independent of it. However, in several experiments the gate dependence of cotunneling thresholds was observed, which shows that the above analysis is oversimplified [21, 26, 45]. The reason is that a basic cotunneling process itself corresponds to a virtual charge fluctuation of the dot, and as such it also renormalizes the very spectrum which is being observed. Of course the strength of the renormalization effects depends on the relative size of the tunneling coupling and the single particle level spacing.

In this section we shortly review experimental data of Hauptmann et al. [26], Holm et al. [21], and Grove-Rasmussen et al. [45]. In the Hauptmann experiment a carbon nanotube quantum dot was attached to ferromagnetic leads and a magnetic field perpendicular to the tube axis was applied. They observed that tunneling renormalization exerts a gate dependent exchange field, which can compensate the external magnetic field for a particular gate voltage (Figure 1.5). In the Holm experiment the bias spectroscopy of a carbon nanotube quantum dot attached to normal leads was performed, and for some Coulomb diamonds a gate dependent cotunneling thresholds were observed, as it is shown in Figure 1.6. In the Grove-Rasmussen experiment again a the carbon nanotube quantum dot with normal leads was examined, but now a magnetic field parallel to the tube axis was applied. The observation was that for zero magnetic field a gate dependent cotunneling thresholds appeared. However, when the parallel magnetic field was increased this gate dependence was diminished (Figure 1.7).
Chapter 2

Tunneling induced level shifts

2.1 The model

A quantum dot connected to the source and drain electrodes and capacitively coupled to a gate electrode (Figure 1.1) can be modeled by the following constant interaction Hamiltonian

\[ H = H_{LR} + H_D + H_T, \]  

where

\[ H_{LR} = \sum_{\alpha \nu s} \epsilon_{\alpha \nu s} c_{\alpha \nu s}^\dagger c_{\alpha \nu s}, \]  

(2.1)

(2.2)

describes the source and drain electrodes as two reservoirs of noninteracting electrons. Operator \( c_{\alpha \nu s}^\dagger \) creates an electron with quantum number \( \nu \) and spin \( s \in \{\uparrow, \downarrow\} \) in a lead \( \alpha \in \{L,R\} \), which has energy \( \epsilon_{\alpha \nu s} \). Here L or R stands for the left or right lead, and \( \mu_{L,R} = \pm V/2 \) is the chemical potential of the leads, which depends on the applied bias voltage \( V \).

The quantum dot region is described by \( H_D \) and it is modeled as \( N_s \) localized single particle states with the interaction between electrons assumed to be constant:

\[ H_D = \sum_{n=1}^{N_s} \epsilon_n d_n^\dagger d_n + U (N - N_g)^2. \]  

(2.3)

Here \( d_n^\dagger \) creates an electron in the dot level \( n \) with energy \( \epsilon_n \), \( N_g \) corresponds to the gate voltage \( (V_g = 2UN_g) \), \( N = \sum_{n=1}^{N} d_n^\dagger d_n \) is the total number of electrons on the dot and \( U \) denotes the total capacitive charging energy of the dot. The single particle spectrum \( \epsilon_n \) for a carbon nanotube quantum dot single “shell”, which we are interested in, will be defined in Section 3.3.

The coupling between the leads and the dot is described by the following tunneling Hamiltonian

\[ H_T = \sum_{\alpha \nu s} \left( t_{\alpha \nu s}^n c_{\alpha \nu s}^\dagger d_n + (t_{\alpha \nu s}^n)^* d_n^\dagger c_{\alpha \nu s} \right), \]  

(2.4)

where \( t_{\alpha \nu s}^n \) is the tunneling amplitude from the dot state \( n \) to the lead state \( \alpha \nu s \). For a carbon nanotube quantum dot these tunneling amplitudes will be defined in Section 3.4. We will treat the tunneling Hamiltonian \( H_T \) as a perturbation to \( H_{LR} + H_D \), when examining its influence on the spectrum of the dot.

We will denote the many body eigenstates of the lead Hamiltonian \( H_{LR} \) by

\[ H_{LR}|LR\rangle = E_{LR}|LR\rangle, \]  

(2.5)
where $E_{LR}$ is the energy of the state $|LR\rangle$, and of the quantum dot Hamiltonian $H_D$ by

$$H_D |NL\rangle = E_{NL} |NL\rangle,$$  \hspace{1cm} (2.6)

with $E_{NL}$ being the energy of the state $|NL\rangle$, where $N$ denotes the number of electrons in the state (which we will call a charge state $N$) and $l$ is an orbital quantum number of the state. Note that when there are $N_s$ single particle states, the number $N_l$ of different orbitals $l$ for a given charge state $N$ is $N_l = \binom{N}{N_s} = \frac{N!}{N(N_s-N)!}$. From Hamiltonian (2.3) we can read-off the energy of the state $|NL\rangle$ as

$$E_{NL} = U(N-N_g)^2 + \sum_{\sigma\in |NL\rangle} \epsilon_{\sigma},$$  \hspace{1cm} (2.7)

where by $\sum_{\sigma\in |NL\rangle}$ we mean sum over all occupied single particle states in a many body state $|NL\rangle$. We will also denote the many body eigenstates of the dot by $|D\rangle$, where $D$ is labeled by integers, i.e.

$$|D\rangle \in \{ |1\rangle, \ldots, |2^{N_s}\rangle \},$$  \hspace{1cm} (2.8)

and all the states first are sorted by the number of charges in the state, and for the same charge by increasing energy.

### 2.2 Application of quasi-degenerate perturbation theory

![Figure 2.1: Examples of processes (which have the ground state of the leads $|LR\rangle$ as an intermediate state) responsible for appearance of the terms proportional to $\Gamma$ in fourth order expansion of usual Rayleigh-Schrödinger perturbation theory. The numbers denote the order of processes.](image)

We want to determine how the tunneling renormalizes the energy of the many-body states of Hamiltonian $H_{LR} + H_D$. For this purpose, we will use quasi-degenerate perturbation theory (“Löwdin partitioning”) described in [46, 47] to determine this energy renormalization. More precisely, we want to derive an effective Hamiltonian and calculate the energy shifts of the states $|D\rangle |LR\rangle$, where $|D\rangle$ is any many body state of the dot Hamiltonian (2.3), and $|LR\rangle$ is one particular many body state of the leads (for example, zero temperature ground state of the leads). We are also interested in the regime, where gate voltage $V_g$ is around the middle of a particular charge state diamond (see Figure 1.4), i.e. far from charge degeneracy points, and the tunneling rates $\Gamma$ are comparable or larger than a single particle level spacing $\Delta$.

The idea of quasi-degenerate perturbation theory is to divide the eigenstates of $H_0 = H_{LR} + H_D$ into two subsets $|m\rangle \in A$ and $|l\rangle \in B$, and perform a unitary transformation $e^{iS}$ to the full...
Hamiltonian (2.1) in such a way that for the transformed Hamiltonian

$$\tilde{H} = e^{-iS}He^{iS},$$

(2.9)

the matrix elements $\tilde{H}_{ml} = \langle m|\tilde{H}|l\rangle$ between the states in different sets $A$ and $B$ vanish to desired order in the tunneling Hamiltonian $H_T$ (2.4). The matrix elements of the effective Hamiltonian (2.9) for $|m\rangle$ states in a set $A$ takes the following form

$$\tilde{H}_{mm'} = H_{mm'}^{(0)} + H_{mm'}^{(1)} + H_{mm'}^{(2)} + H_{mm'}^{(3)} + H_{mm'}^{(4)} + \ldots,$$

(2.10)

and up to second order we have the following expressions [47]

$$H_{mm'}^{(0)} = (H^{LR}_{mm} + H^{D}_{mm})\delta_{mm'},$$

(2.11a)

$$H_{mm'}^{(1)} = H^{T}_{mm'},$$

(2.11b)

$$H_{mm'}^{(2)} = \frac{1}{2}\sum_{l} H^{T}_{ml}H^{T}_{lm'}\left(\frac{1}{E_m - E_l} + \frac{1}{E_{m'} - E_l}\right),$$

(2.11c)

where $E$ are energies of the states. Here the sum $\sum_{l}\ldots$ runs over all the states $|l\rangle$ in the set $B$. We also have changed the subscripts $D$, $LR$, $T$ into superscripts for convenience. The expression of the fourth order effective Hamiltonian, to which we will perform our calculations, is specified in Appendix B.

Now we need to specify the states in the set $A$, which we will call the model space. Because we are interested in the energy shift of the many body state $|D\rangle|LR\rangle$, we could make our model space consisting only of this state, and then we would recover the usual Rayleigh-Schrödinger perturbation theory. However, we are interested in a particular regime, when tunneling rates $\Gamma$ are comparable or larger than the single particle level spacing $\Delta$ (note that the tunneling rates are defined in the beginning of the Chapter 4). In such a case the usual Rayleigh-Schrödinger perturbative expansion with only a single state in the model space breaks down due to the fourth order terms, which are proportional to $\frac{\Gamma}{\Delta}$. This situation occurs because it is possible to have intermediate states $|l\rangle$, containing the particular state of the leads $|LR\rangle$, as depicted in Figure 2.1. But, if it is projected to an extended model space, containing all many body states having $|LR\rangle$ particular state of the leads, this situation is resolved. The calculation of fourth order terms is more thoroughly discussed in Appendix B. So we choose our model space $|m\rangle \in A$ to consist of all the states containing any quantum dot state $|D\rangle$ and the particular state of the leads $|LR\rangle$:

$$A = \{|1\rangle|LR\rangle, \ldots, |2N\rangle|LR\rangle\}.$$  

(2.12a)

The space of intermediate states $|l\rangle \in B$ contains

$$B = \{|1\rangle|LR'\rangle, \ldots, |2N\rangle|LR'\rangle\},$$  

(2.12b)

where $|LR'\rangle \neq |LR\rangle$. As can be seen from (2.11) such procedure introduces off-diagonal elements between different quantum dot states.

After having defined our model space $A$, we start calculating more explicit expressions for the effective Hamiltonian (2.10). Expression (2.11a) simply gives the energy of the state $|m\rangle$ if $m = m'$:

$$H_{DD',LR}^{(0)} = (E_{LR} + E_D)\delta_{DD'},$$

(2.13)
We see that the energy of a particular state of the leads $E_{LR}$ is a common constant term for all the dot states, so we neglect it. The first order contribution is equal to zero as is the case with all odd order contributions

$$H_{DD',LR}^{(1)} = \sum_{\alpha\nu s} \left\{ t_{\alpha\nu s}^{\prime} (\langle LR \rangle c_{\alpha\nu s}^+ d_{\alpha\nu s} | D') | LR \rangle + (t_{\alpha\nu s}^{2})^* (\langle LR \rangle d_{\alpha\nu s}^+ c_{\alpha\nu s} | D') | LR \rangle \right\}$$

$$= \sum_{\alpha\nu s} \left( t_{\alpha\nu s}^{\prime} (-1)^N (\langle LR \rangle c_{\alpha\nu s}^+ | LR \rangle d_{\alpha\nu s} | D') + (t_{\alpha\nu s}^{2})^* (-1)^N (\langle LR \rangle c_{\alpha\nu s} | LR \rangle d_{\alpha\nu s}^+ | D') \right) = 0,$$

$$H_{DD',LR}^{(2n+1)} = 0, \quad n \in \mathbb{N},$$

(2.15)

because we have chosen our model space to contain only one lead state $|LR\rangle$ and the odd powers of tunneling Hamiltonian does not conserve the number of particles in the leads. Here $N_D$ denotes the number of electrons in the state $|D\rangle$. Now we will work out the second order expression (2.11c):

$$H_{DD',LR}^{(2)} = \frac{1}{2} \sum_{|D'\rangle} \sum_{|LR\rangle} \sum_{\alpha\nu s} \sum_{\alpha'\nu' s'} \left\{ \frac{1}{E_{LR} + E_{D} - E_{LR'} - E_{D'}} + \frac{1}{E_{LR} + E_{D'} - E_{LR'} - E_{D}} \right\}$$

$$\times \langle LR | (t_{\alpha\nu s}^{\prime} c_{\alpha\nu s}^+ d_{\alpha\nu s} + (t_{\alpha\nu s}^{2})^* d_{\alpha\nu s}^+ c_{\alpha\nu s}) | D'$\rangle \langle LR | (t_{\alpha'\nu' s'}^{\prime} c_{\alpha'\nu' s'}^+ d_{\alpha'\nu' s'} + (t_{\alpha'\nu' s'}^{2})^* d_{\alpha'\nu' s'}^+ c_{\alpha'\nu' s'}) | D'\rangle$$

$$= \frac{1}{2} \sum_{|LR\rangle} \sum_{|D'\rangle} \sum_{\alpha\nu s} \sum_{\alpha'\nu' s'} \left\{ \frac{1}{E_{LR} + E_{D} - E_{LR'} - E_{D'}} + \frac{1}{E_{LR} + E_{D'} - E_{LR'} - E_{D}} \right\}$$

$$\times \langle LR | (t_{\alpha\nu s}^{\prime} c_{\alpha\nu s}^+ d_{\alpha\nu s} + (t_{\alpha\nu s}^{2})^* d_{\alpha\nu s}^+ c_{\alpha\nu s}) | D'$\rangle \langle LR | (t_{\alpha'\nu' s'}^{\prime} c_{\alpha'\nu' s'}^+ d_{\alpha'\nu' s'} + (t_{\alpha'\nu' s'}^{2})^* d_{\alpha'\nu' s'}^+ c_{\alpha'\nu' s'}) | D'\rangle$$

$$= \frac{1}{2} \sum_{\alpha\nu s} \sum_{\alpha'\nu' s'} \left\{ t_{\alpha\nu s}^{\prime} (\langle LR \rangle c_{\alpha\nu s}^+ d_{\alpha\nu s} | D') | D'\rangle | D'\rangle + (t_{\alpha\nu s}^{2})^* (\langle LR \rangle c_{\alpha\nu s} | D'\rangle d_{\alpha\nu s}^+ | D') | D'\rangle | D'\rangle \right\}$$

(2.16)

After the second equality we extended the sum over all lead and dot states, because the matrix element $\langle LR | H_{LR} | LR \rangle$ is always equal to zero. After the third equality the first and fourth terms in curly brackets vanish, because we always have $\langle LR | c_{\alpha\nu s} | LR \rangle (\langle LR \rangle c_{\alpha'\nu' s'} | LR \rangle = 0$, for any state $|LR\rangle$. For the second and the third term we get that the terms with $\alpha\nu s = \alpha'\nu' s'$ give contribution, and the energy of the intermediate state $|LR\rangle$ for the second term is $E_{LR'} = E_{LR} + \bar{E}_{\alpha\nu s}$ and for the third is $E_{LR'} = E_{LR} + \bar{E}_{\alpha\nu s}$.
Now we make a thermal average over the particular lead state $|LR\rangle$ for $H_{DD', LR}^{(0)}$ and $H_{DD', LR}^{(2)}$ assuming grand-canonical ensemble with chemical potentials $\mu_{L,R}$ and inverse temperatures $\beta_{L,R} = 1/T_{L,R}$ for the leads. This yields:

$$H_{DD'}^{(0)} = \sum_{|LR\rangle} W_{LR} H_{DD', LR}^{(0)} = \delta_{DD'} \left( E_D + \sum_{\alpha s} (\epsilon_{\alpha vs} - \mu_a) f_a \right),$$  \hspace{1cm} (2.17a)$$

$$H_{DD'}^{(2)} = \sum_{|LR\rangle} W_{LR} H_{DD', LR}^{(2)} = \frac{1}{Z} \sum_{|LR\rangle} e^{-\beta_{L}(E_L - \mu_L N_L)} e^{-\beta_{R}(E_R - \mu_R N_R)} H_{DD', LR}^{(2)}$$

$$= \frac{1}{2} \sum_{\alpha s} t_{\alpha vs}'(t_{\alpha vs})' \langle D|d_n^d|D'\rangle \langle D'|d_n^r|D'\rangle \left( \frac{1}{\epsilon_{\alpha vs} + E_D - E_{D'}} + \frac{1}{\epsilon_{\alpha vs} + E_{D'} - E_{D'}} \right) f_a$$

$$+ (t_{\alpha vs}')^* t_{\alpha vs} \langle D|d_n^r|D'\rangle \langle D'|d_n^d|D'\rangle \left( \frac{1}{-\epsilon_{\alpha vs} + E_D - E_{D'}} + \frac{1}{-\epsilon_{\alpha vs} + E_{D'} - E_{D'}} \right) (1 - f_a).$$  \hspace{1cm} (2.17b)$$

Here

$$W_{LR} = \frac{1}{Z} e^{-\beta_{L}(E_L - \mu_L N_L)} e^{-\beta_{R}(E_R - \mu_R N_R)},$$

$$Z = \sum_{|LR\rangle} e^{-\beta_{L}(E_L - \mu_L N_L)} e^{-\beta_{R}(E_R - \mu_R N_R)},$$

is probability to be in particular lead state $|LR\rangle$ and partition function, respectively, and

$$f_a = f(\epsilon_{\alpha vs} - \mu_a) = \frac{1}{e^{\beta\epsilon_{\alpha vs} - \mu_a} + 1} \hspace{1cm} (2.20)$$

is Fermi-Dirac distribution. Also $E_L, E_R$ denote the energy, and $N_L, N_R$ denote the number of particles in the left and the right lead, respectively, for the state $|LR\rangle$. We see that in (2.17a) only the constant term (which we neglect) is affected when averaging. We note that in the calculations we will take the temperatures of the left and the right lead to be equal, i.e. $\beta_L = \beta_R = \beta$.

To derive the final expression for the effective Hamiltonian to second order in tunneling we need to perform the $\nu$-sums. To do that we make a flat band approximation for the lead electrons, i.e. we assume constant density of states, which is of the form

$$\rho_{\alpha vs}(\xi) = \rho_{\alpha s} \theta(D_{\alpha as} + \xi_{\alpha vs}) \theta(D_{\beta as} - \xi_{\alpha vs}) \hspace{1cm} (2.21)$$

where

$$\xi_{\alpha vs} = \epsilon_{\alpha vs} - \mu_a \hspace{1cm} (2.22)$$

and $\rho_{\alpha s}, D_{\alpha as}, D_{\beta as} > 0$ denotes different constants for the lead index $\alpha$ and spin $s$, which are all positive. Also $\theta(x)$ denotes Heaviside step function. In a case of normal leads we set the following values of constants

$$D_{\alpha as} = D, \hspace{1cm} D_{\beta as} = D, \hspace{1cm} \rho_{\alpha s} = \rho \hspace{1cm} (2.23)$$

and for ferromagnetic leads we use

$$D_{\alpha as} = D + \frac{s \Delta s}{2}, \hspace{1cm} D_{\beta as} = D - \frac{s \Delta s}{2} \hspace{1cm} (2.24)$$
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with arbitrary $\rho_{as}$, and $s = +1(-1)$ for spin up (down). Here $2D$ denotes the bandwidth of the leads, and $\Delta_{st}$ is the Stoner splitting of the bands with different spins $s$ [48]. Lastly, to be able to perform the $\nu$-sums we also assume that tunneling amplitudes do not depend on quantum number $\nu$

$$t^n_{\nu s} \rightarrow t^n_{as, s}$$

(2.25)

and then we replace the $\nu$-sums by an integral in the following way

$$\sum_{\nu} t^n_{\nu s} \rightarrow \rho_{as} t^n_{as, s} \int_{-D_{as}}^{D_{as}} d\xi \ldots$$

(2.26)

Using the above mentioned approximations the second order effective Hamiltonian becomes

$$H^{(2)}_{DD'} \approx \lim_{\eta \rightarrow +0} \frac{1}{2} \sum_{as, as'} \rho_{as} \Re \int_{-D_{as}}^{D_{as}} d\xi \left\{ f(\xi) t^n_{\nu s} \langle D|d_n|D''\rangle\langle D''|d_n|D'\rangle \right.$$ 

$$\times \left[ \frac{1}{\xi + \mu + E_D - E_{D'} + i\eta} + \frac{1}{\xi + \mu + E_D - E_{D'} + i\eta} \right]$$

$$+ \left[ 1 - f(\xi) \right] t^n_{\nu s} \langle D|d_n|D''\rangle\langle D''|d_n|D'\rangle$$

$$\times \left[ \frac{1}{-\xi + \mu + E_D - E_{D'} + i\eta} + \frac{1}{-\xi + \mu + E_D - E_{D'} + i\eta} \right] \right\}$$

$$\approx \frac{1}{2} \sum_{as, as'} \rho_{as} \left\{ t^n_{\nu s} \langle D|d_n|D''\rangle\langle D''|d_n|D'\rangle \right.$$ 

$$\times \left[ \ln \left| \frac{E_D - E_{D'} + \mu_a}{E_D - E_{D'} + \mu_a - D_{as}} \right| + \ln \left| \frac{E_{D'} - E_{D''} + \mu_a}{E_{D'} - E_{D''} + \mu_a - D_{as}} \right| \right]$$

$$+ t^n_{\nu s} \langle D|d_n|D''\rangle\langle D''|d_n|D'\rangle$$

$$\times \left[ \ln \left| \frac{E_D - E_{D'} - \mu_a}{E_D - E_{D'} - \mu_a - D_{as}} \right| + \ln \left| \frac{E_{D'} - E_{D''} - \mu_a}{E_{D'} - E_{D''} - \mu_a - D_{as}} \right| \right] \right\}$$

(2.27)

After the first equality we have included infinitesimal imaginary part $i\eta$ to regularize the integral, and then took only the real part of the integral. After the second equality we took the zero temperature limit in which Fermi-Dirac distribution becomes $f(x) = 1 - \theta(x)$. For the finite temperature the logarithms should be replaced by digamma function, as it is discussed in Appendix A. Here we also used the following integrals

$$\lim_{\eta \rightarrow +0} \int_0^D \frac{dx}{a - x + i\eta} = \lim_{\eta \rightarrow +0} \int_{-D}^0 \frac{dx}{a + x + i\eta} = \ln \left| \frac{a}{a - D} \right| - \frac{i\pi}{2} \left( \text{sgn}(a) - \text{sgn}(a - D) \right).$$

(2.28)

There is one additional approximation, which we make — we assume that the bandwidth of the leads is much larger than the charging energy $2U$, the single particle level spacing $\Delta$, and the applied bias $V$, and using expressions (2.24) for ferromagnetic leads we obtain the final result for
the second order effective Hamiltonian \((D_{a,as}, D_{b,as} \gg |E_D|, |E_D'|, |\mu_a|)\):

\[
H^{(2)}_{DD'} \approx 0 \frac{1}{2} \sum_{as,nn',|D''\rangle} \rho_{as} \left\{ t_{as}^a \left( t_{as}^a \right)^* \langle D | d_n | D'' \rangle \langle D'' | d_{n'}^\dagger | D' \rangle \times \left( \ln \left| \frac{E_D - E_{D'} + \mu_a}{D + s\Delta_{tt}/2} \right| + \ln \left| \frac{E_{D'} - E_{D''} + \mu_a}{D + s\Delta_{tt}/2} \right| \right) + (t_{as}^a)^* t_{as}^a \langle D | d_{n'}^\dagger | D'' \rangle \langle D'' | d_{n} | D' \rangle \times \left( \ln \left| \frac{E_D - E_{D'} - \mu_a}{D - s\Delta_{tt}/2} \right| + \ln \left| \frac{E_{D'} - E_{D''} - \mu_a}{D - s\Delta_{tt}/2} \right| \right) \right\},
\]

We see that the effective Hamiltonian \(\hat{H} \approx H^{(0)} + H^{(2)}\) has a block structure to second order in \(H_T\), i.e. only the matrix elements between the same charge dot states \(|D\rangle = |Nl\rangle\) and \(|D'\rangle = |Nl'\rangle\) are non-zero, i.e. \(H_{Nl,Nl'} = H_{Nl,Nl'} \delta_{NN'}\). After diagonalizing the effective Hamiltonian \(\hat{H}\), we find the new eigenspectrum \(\hat{E}\) to second order in \(H_T\), which will be used to determine the tunneling renormalized cotunneling thresholds in Chapters 4 and 5.
Chapter 3

Carbon nanotube quantum dots

In this chapter, we shortly review the long wavelength limit, which constitutes the low energy spectrum of carbon nanotubes. We start by reviewing the geometry, the lattice, and the reciprocal lattice of carbon nanotubes (for explanation of these properties one can also see Figure 1 of Ref. [49–51] or Chapter 3 in [52]). Then we introduce an effective low energy Hamiltonian derived by Izumida et al. [53]. This Hamiltonian is used to obtain the single particle energy spectrum of the carbon nanotube quantum dot.

3.1 The geometry, the lattice, and the reciprocal lattice of carbon nanotubes

Carbon nanotubes can be thought of as folded two dimensional graphene sheet into a tube (see Figure 3.1a). The lattice of graphene can be described by such a choice of primitive lattice vectors

\[
a_1 = a\{1, 0, 0\}, \quad a_2 = a\{\frac{1}{2}, \frac{\sqrt{3}}{2}, 0\}, \quad a_3 = h\{0, 0, 1\},
\]

(3.1)

where \(a\) is the lattice constant, and \(a_3\) is an additional lattice vector, which is not necessary for describing the graphene lattice, but we will need it, when we calculate the reciprocal lattice. We note that graphene has two sublattices commonly denoted by \(A\) and \(B\). The nearest neighbors of a particular carbon atom, denoted by empty circle in sublattice \(B\), belong to different sublattice \(A\), as shown in Figure 3.1a. Vectors connecting nearest neighbor carbon atoms from sublattice \(B\) to sublattice \(A\) are given by

\[
\tau_1 = a\{0, \frac{1}{\sqrt{3}}, 0\}, \quad \tau_2 = a\{-\frac{1}{2}, -\frac{1}{2\sqrt{3}}, 0\}, \quad \tau_3 = a\{\frac{1}{2}, -\frac{1}{2\sqrt{3}}, 0\}.
\]

(3.2)

The folding of graphene into a cylinder shape carbon nanotube is described by a chiral vector \(C\) and a chiral angle \(\theta\),

\[
C = na_1 + ma_2 \equiv (n, m), \quad n, m \in \mathbb{Z},
\]

(3.3)

\[
\cos \theta = \frac{C \cdot a_1}{|C||a_1|} = \frac{2n + m}{2\sqrt{n^2 + m^2 + nm}}.
\]

(3.4)

where \(n\) and \(m\) are integers, and it is enough to consider the following values of \(n\) and \(m\)

\[
0 \leq |m| \leq n,
\]

(3.5)

because of the hexagonal symmetry of the lattice. The chiral angle \(\theta\) shows how much the hexagons of a graphene sheet are tilted with respect to the tube axis direction \(T\), defined by

\[
C \cdot T = 0.
\]

(3.6)
Also because of the hexagonal symmetry of the graphene sheet it is enough to consider such angles

\[ 0 \leq \theta \leq \frac{\pi}{6}. \] (3.7)

Tubes with chiral angle \( \theta = 0 \) are called zig-zag and are given by integers \((n, 0)\), and tubes with chiral angle \( \theta = \pi/6 \) are called armchair and are given by integers \((n, n)\). The names zig-zag and arm-chair come from the appearance of the cross section of the tubes shown in Figure 3.1b. The length of a chiral vector \( C \) gives the circumference of the nanotube, which is

\[ |C| = \sqrt{C \cdot C} = \pi D = 2\pi R = a \sqrt{n^2 + m^2 + nm}. \] (3.8)

Here \( D \) is the diameter of the tube and \( R \) is the radius of the tube. We also note that the lattice vectors are not orthogonal to each other, i.e.

\[ a_1 \cdot a_2 = \frac{a^2}{2}. \] (3.9)
Now we will construct the reciprocal lattice and the first Brillouin zone of the graphene sheet. The reciprocal lattice translation vectors are defined to satisfy the following orthogonality condition
\[ \mathbf{a}_i \cdot \mathbf{b}_j = 2\pi \delta_{ij}. \] (3.10)
We choose the following form of primitive translation vectors of the reciprocal lattice [54] (these relations can also be used as definitions of the reciprocal lattice)
\[ \mathbf{b}_1 = 2\pi \frac{\mathbf{a}_2 \times \mathbf{a}_3}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)} = \frac{2\pi}{a} \begin{pmatrix} 1, -\frac{1}{\sqrt{3}}, 0 \end{pmatrix}, \] (3.11a)
\[ \mathbf{b}_2 = 2\pi \frac{\mathbf{a}_3 \times \mathbf{a}_1}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)} = \frac{2\pi}{a} \begin{pmatrix} 0, \frac{2}{\sqrt{3}}, 0 \end{pmatrix}, \] (3.11b)
\[ \mathbf{b}_3 = 2\pi \frac{\mathbf{a}_1 \times \mathbf{a}_2}{\mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)} = \frac{2\pi}{\hbar} \begin{pmatrix} 0, 0, 1 \end{pmatrix}. \] (3.11c)
Here
\[ V_a = \mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3) = S_a h = \frac{\sqrt{3}}{2} a^2 h \] (3.12)
correspond to the volume of the unit cell (also called the Wigner-Seitz primitive cell) with
\[ S_a = \frac{\sqrt{3}}{2} a^2 \] (3.13)
being the area of the unit cell of graphene.

The first Brillouin zone is defined as a primitive unit cell in the reciprocal lattice. We consider the two dimensional Brillouin zone of graphene. The zone boundary, which is defined by vectors \( \mathbf{k}_{\text{BZ}} \), can be constructed by satisfying the condition
\[ \mathbf{k}_{\text{BZ}} \cdot \left( \frac{1}{2} \mathbf{G}_0 \right) = \left| \frac{1}{2} \mathbf{G}_0 \right|^2, \] (3.14)
where \( \mathbf{G}_0 \) is any smallest reciprocal lattice vector satisfying
\[ |\mathbf{G}_0| = |u \mathbf{b}_1 + v \mathbf{b}_2| = \frac{4\pi}{a\sqrt{3}}, \quad u, v \in \mathbb{Z}. \] (3.15)
The geometrical construction of the first Brillouin zone is shown in Figure 3.1c. We see that it has hexagonal shape. The volume of the reciprocal lattice unit cell is defined as
\[ V_a V_b = (2\pi)^3 \quad \rightarrow \quad V_b = 2\pi S_b h = \frac{2}{\sqrt{3}} \left( \frac{2\pi}{a} \right)^3, \] (3.16)
with
\[ S_b = \frac{2}{\sqrt{3}} \left( \frac{2\pi}{a} \right)^2 \] (3.17)
being the area of the two dimensional first Brillouin zone. The corners of the hexagon are called \( K \) and \( K' \) points, and are given by the vectors
\[ \mathbf{K}^\tau = \frac{2\pi}{a} \left\{ \tau, \frac{1}{3}, \frac{1}{\sqrt{3}} \right\}, \] (3.18)
where \( \tau = +1 \) for \( K \) and \( \tau = -1 \) for \( K' \) point. These points corresponds to the Fermi energy of the undoped graphene sheet. We are interested in the low energy excitations in the carbon nanotubes around these points.
3. CARBON NANOTUBE QUANTUM DOTS

3.2 Low energy single particle spectrum of carbon nanotubes

The effective low energy Hamiltonian for $\pi$ electrons derived using $\mathbf{k} \cdot \mathbf{p}$ perturbation theory near the $K$ and $K'$ points in the first Brillouin zone of carbon nanotube is given by [53]

$$H = H_0 + H_{SO} + H_{\text{curv}},$$

(3.19)

where $H_0$ is the effective Hamiltonian without spin-orbit coupling and curvature induced $\sigma - \pi$ band hybridization, and is given by

$$H_0 = \hbar v_F (\sigma_1 \tau_0 s_0 k_c + \sigma_2 \tau_3 s_0 k_t),$$

(3.20)

where $k_c$ is the electron momentum along the circumference, and $k_t$ is the momentum along the tube axis. Also $s_i$ denote Pauli matrices in spin subspace, $\sigma_i$ in $A - B$ sublattices subspace, $\tau_i$ corresponds to $K$ and $K'$ point subspace, and $v_F$ is the Fermi velocity of graphene given by

$$v_F = -\sqrt{3} a H_\pi \frac{a}{2\hbar}.$$  

(3.21)

Here $a$ is the lattice constant of graphene and $H_\pi$ is the overlap (hopping) integral between $\pi$ orbitals. We note that spin quantization axis is chosen along the tube axis $T$. The hybridization of $\sigma - \pi$ bands induced by spin-orbit coupling is described by the effective Hamiltonian

$$H_{SO} = \hbar v_F (-\sigma_1 \tau_0 s_3 k_{SO} + \sigma_0 \tau_3 s_3 k_0),$$

(3.22)

where

$$k_{SO} = a_1 \frac{\Delta_C}{2\hbar v_F R},$$  

(3.23a)

$$k_0 = a_2 \frac{\Delta_C}{2\hbar v_F R} \cos(3\theta),$$  

(3.23b)

with $\Delta_C$ being the spin-orbit coupling energy in carbon atom, $a_1$, $a_2$ are parameters, which were calculated using tight binding approach in Ref. [53], $\theta$ is the chiral angle of the nanotube defined in the interval $[0, \pi/6]$, and $R$ is the radius of the nanotube.

The hybridization of $\sigma - \pi$ bands induced by curvature effects is described by the effective Hamiltonian

$$H_{\text{curv}} = -\hbar v_F (\sigma_1 \tau_3 s_0 k_{c,cv} + \sigma_0 \tau_0 s_3 k_{t,cv}),$$

(3.24)

where

$$k_{c,cv} = \beta \frac{\cos(3\theta)}{4\hbar v_F R^2},$$  

(3.25a)

$$k_{t,cv} = \zeta \frac{\sin(3\theta)}{4R^2},$$  

(3.25b)

with $\beta$ and $\zeta$ being parameters again calculated using a tight binding approach. We again rewrite the effective Hamiltonian, but now explicitly specify the $A - B$ sublattices subspace:

$$H = \hbar v_F \begin{pmatrix} A & B \\ \tau sk_0 & (k_c - \tau k_{c,cv} - s k_{SO}) - i(\tau k_t - k_{t,cv}) \\ (k_c - \tau k_{c,cv} - s k_{SO}) + i(\tau k_t - k_{t,cv}) & \tau sk_0 \end{pmatrix}.$$  

(3.26)
We can write the above Hamiltonian in a different gauge used in Ref. [51, 55] by performing the following unitary transformation \( H \rightarrow UH U^{-1} \),

\[
U = \begin{pmatrix}
\tau & 0 \\
0 & 1
\end{pmatrix}.
\]

Then the Hamiltonian (3.26) becomes

\[
H = \hbar v_F \begin{pmatrix}
\tau s k_0 & (\tau k_c - k_{c, SV} - \tau s k_{SO}) + i(k_t - \tau k_{t, SV}) \\
(\tau k_c - k_{c, SV} - \tau s k_{SO}) + i(k_t - \tau k_{t, SV}) & \tau s k_0
\end{pmatrix}.
\]

(3.28)

After performing the \( \mathbf{k} \cdot \mathbf{p} \) perturbative expansion near the \( K \) and \( K' \) points the wavefunction in a real space representation happens to be [49]

\[
\Psi_{\tau, s, k_c k_t}(c, t) = e^{iK' r} \psi_{\tau, s, k_c k_t}(c, t) = e^{iK' r} e^{i(k_c + k_t)} \left( z_{\tau, s, k_c k_t} \right),
\]

(3.29)

where \( \psi_{\tau, s, k_c k_t} \) is the eigenfunction of Hamiltonian (3.26) expressed in either real space or momentum representations, with

\[
z_{\tau, s, k_c k_t} = \pm \frac{\bar{k}_c - ik_t}{\sqrt{\bar{k}_c^2 + k_t^2}}, \quad \bar{k}_c = k_c - \tau k_{c, SV} - sk_{SO}, \quad \bar{k}_t = \tau k_t - \tau k_{t, SV},
\]

(3.30)

or \( \bar{k}_c = \tau k_c - k_{c, SV} - \tau s k_{SO}, \quad \bar{k}_t = k_t - \tau k_{t, SV} \), for Hamiltonian (3.28).

Here a minus sign in \( z_{\tau, s, k_c k_t} \) corresponds to the valence band, a plus sign corresponds to the conduction band, and the vector \( \left( z_{\tau, s, k_c k_t} \right) \) is written in \( A - B \) sublattices subspace. Here

\[
r = [c \cos \theta - t \sin \theta, c \sin \theta + t \cos \theta],
\]

(3.31)

is radius vector in coordinate system \( xy \) before folding the graphene sheet into a nanotube and \( (c, t) \) denote the coordinates along the circumference and tube axis, respectively. We also note that the wavefunctions are not normalized, but are orthogonal, because they have the forms

\[
\begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(3.32)

and for the valence and conduction bands we have the following orthogonality condition:

\[
\left( \frac{k_c + ik_t}{\sqrt{k_c^2 + k_t^2}} \right) \left( \frac{k_c - ik_t}{\sqrt{k_c^2 + k_t^2}} \right) = 0.
\]

(3.33)

The states can also be described by “backward going” waves in (3.29), i.e. \( (k_c, k_t) \rightarrow (-k_c, -k_t) \). Using these “backward going” waves we can form pairs of wavefunctions, which are time-reversal partners, i.e.

\[
k_c, k_t, \tau = +1, s = +1 \quad \text{with} \quad -k_c, -k_t, \tau = -1, s = -1,
\]

(3.34)
and
\[ k_c, k_t, \tau = +1, s = -1 \quad \text{with} \quad -k_c, -k_t, \tau = -1, s = +1, \quad (3.35) \]
are time-reversal pairs. Here \( c \) and \( v \) stands for conduction and valence bands respectively. Such pairs have the same energy, when there is no magnetic field, as can be seen from (3.54a). Also when the Hamiltonian is in (3.26) gauge the pairs are related to each other in the following way:
\[ \Psi^+_{+1,k_c,k_t} = -\sigma_3 \Psi^-_{-1,-k_c,-k_t}, \quad \Psi^-_{+1,k_c,k_t} = -\sigma_3 \Psi^+_{-1,-k_c,-k_t}. \quad (3.36) \]
When the Hamiltonian is in (3.28) gauge they are related as
\[ \Psi^+_{+1,k_c,k_t} = \Psi^{-1}_{-1,-k_c,-k_t}, \quad \Psi^-_{+1,k_c,k_t} = \Psi^+_{-1,-k_c,-k_t}. \quad (3.37) \]
We note that when performing complex conjugation we need to pay attention to the symmetry of the first Brillouin zone (Figure 3.1c), for instance, these are two equivalent points
\[ -K' \equiv K. \quad (3.38) \]
We will denote states in (3.37) as
\[ \Psi^+_{+1,k_c,k_t} \rightarrow |K \uparrow\rangle, \quad (3.39a) \]
\[ \Psi^-_{-1,-k_c,-k_t} \rightarrow |K' \downarrow\rangle, \quad (3.39b) \]
\[ \Psi^+_{+1,k_c,k_t} \rightarrow |K \downarrow\rangle, \quad (3.39c) \]
\[ \Psi^-_{-1,-k_c,-k_t} \rightarrow |K' \uparrow\rangle, \quad (3.39d) \]
and will refer to it as the \( KK' \)-basis, which can be either for the conduction band or the valence band. Note that in the case when there is no spin-orbit coupling all of the \( KK' \)-basis states have the same energy, i.e. there is a fourfold degeneracy.

The wavefunction (3.29) also has to be periodic in the circumferential direction
\[ \Psi_{\tau,s,k_c,k_t}(r) = \Psi_{\tau,s,k_c,k_t}(r + C), \quad (3.40) \]
which requires that
\[ e^{i(k + K^\tau) \cdot C} = 1 \quad \rightarrow \quad (k + K^\tau) \cdot C = 2\pi m, \quad m \in \mathbb{Z}, \quad (3.41) \]
where \( k = (k_c, k_t) \) is in \( ct \) coordinates. This condition quantizes values of circumferential momentum \( k_c \). Firstly, we need to know the product
\[ K^\tau \cdot C = \frac{2\pi}{3} \left( \tau n + \left( \frac{\tau}{2} + \frac{3}{2} \right) m \right), \quad (3.42) \]
and when exponentiated it can be written as
\[ e^{iK^\tau \cdot C} = e^{\frac{2\pi i}{3}(n-m)\tau} = e^{\frac{2\pi i}{3} \nu \tau}, \quad (3.43) \]
where
\[ \nu = 0, \pm 1, \quad (3.44) \]
depending on \( n \) and \( m \) values. For \( \nu = 0 \) the nanotube is called metallic, and for \( \nu = \pm 1 \) it is called semiconducting. So the periodic boundary condition (3.41) can be written as
\[ k_c R + \frac{\nu \tau}{3} = m, \quad (3.45) \]
which quantizes \( k_c \) as
\[
k_c \rightarrow k_m = \left( m - \frac{\nu \tau}{3} \right) \frac{1}{R}.
\]

When a magnetic field \( B \) is applied, it couples to the angular momentum and the spin of the electron. Now we examine the coupling to the angular momentum of the electron. If we choose Coulomb gauge for the vector potential
\[
A = \frac{1}{2} [B \times r],
\]
because of the cylindrical geometry of the nanotube, only the component of the field \( B_\parallel \) parallel with the tube axis \( T \), couples to the electrons, through so-called minimal coupling
\[
p_c = -i \hbar \frac{\partial}{\partial c} \rightarrow p_c + \frac{\Phi_{AB}}{\Phi_0} \frac{1}{R},
\]
where
\[
\Phi_{AB} = \pi R^2 B_\parallel
\]
is the Aharonov-Bohm flux through the cross section of the tube, and
\[
\Phi_0 = \frac{\hbar}{e}
\]
is a flux quantum. We denote the momentum associated with the Aharonov-Bohm flux as
\[
k_\Phi = \frac{\Phi_{AB}}{\Phi_0} \frac{1}{R} = \frac{\pi e}{h} RB_\parallel.
\]
The magnetic field coupling to the orbital degrees of freedom gives a shift in the \( k_c \rightarrow k_c + k_\Phi \). Also note that the parallel and perpendicular components of the \( B \) field with respect to the tube axis are given by
\[
B_\parallel = B \cos \zeta, \quad B_\perp = B \sin \zeta,
\]
with \( \zeta \) being the angle between tube axis direction \( T \) and \( B \).

The coupling of the magnetic field to the spin is described by the Zeeman term
\[
H_Z = -\sigma_0 \tau_0 \mu_B \cdot s = \frac{1}{2} g_s \mu_B B \cdot s,
\]
where \( \mu_s = -g_s \mu_B s \) is the spin magnetic moment, \( g_s \approx 2 \) is the electron’s Landé factor, and \( s = \{s_1, s_2, s_3\} \) is a vector of the Pauli matrices in spin space. After the first equality we also specified that this term is diagonal in sublattice \( (\sigma_0) \) and \( K \) and \( K' \) point \( (\tau_0) \) subspaces.

**Comment:** Here I replaced \((k_c,k_t) \rightarrow (\tilde{k}_c, \tilde{k}_t)\) in \( z_{\tau,s,k_c,k_t} \), because this diagonalizes the Hamiltonian (3.26), and left the plane wave factor \( e^{i(k_c \cdot \vec{c} + k_t \cdot \vec{t})} \) with bare \((k_c,k_t)\), because in real space representation of the Hamiltonian (3.26) we replace \( \hbar k_c \rightarrow p_c = -i \hbar \frac{\partial}{\partial c} \) and \( \hbar k_t \rightarrow p_t = -i \hbar \frac{\partial}{\partial t} \), and all other terms are kept as they are. Also when the magnetic field is applied, the Aharonov-Bohm flux \( \Phi = \pi R^2 B_\parallel \) through the tube circumference affects only \( \tilde{k}_c \rightarrow \tilde{k}_c + k_\Phi \).

After diagonalizing the (3.26) (or 3.28) Hamiltonian we find the eigenspectrum, when the coupling of the magnetic field to orbital motion of electron is included:
\[
E_{\tau,s,k_c,k_t} = \hbar v_F \left( \pm \sqrt{k_c^2 + \tilde{k}_t^2 + \tau sk_0} \right)
\]
with \( \tilde{k}_c = k_c - \tau k_{c,cv} - sk_{SO} + k_\Phi \),
and \( \tilde{k}_t = \tau k_t - k_{t,cv} \).
We also note that $\text{sgn} m$ with the result (13) in Ref. [55], when we have the zeroth circumferential mode (doublets) in the pair of twofold degenerate states, called Kramers doublets. The time-reversal partners (Kramers partners) if there is no magnetic field, the system still has time-reversal symmetry and we are left with a structure, which is due to the intrinsic spin ($\uparrow$ or $\downarrow$) and may be assumed to have values [51, 55].

### In Section 3.2

In such a case we can write the normalized wavefunction as

$$E_{s,s',k_c,k_g} \approx \pm \sqrt{(s_c - \tau s_k_{c,cv})^2 + k_g^2}$$

$$\downarrow$$

$$E_{s,s',k_c,k_g} \approx E^0 + s_t \frac{\Delta_{SO}}{2} \pm i \frac{g_{SO} B}{2},$$

where

$$E^0 = \pm \hbar v_F \sqrt{(s_c - \tau s_k_{c,cv})^2 + (s_{k_c} - \tau s_k_{c,cv})^2},$$

$$\Delta_{SO} = 2 \hbar v_F \left( k_0 \pm \frac{\text{sgn}(k_{c,cv} - \tau k_c)}{\sqrt{1 + \left( k_{c,cv} / \tau k_{c,cv} \right)^2}} k_{SO} \right),$$

$$g_{SO} = 2 \frac{\text{sgn}(k_{c,cv} - \tau k_c) e v_F R}{2 \mu_B}$$

We also note that $\text{sgn}(k_{c,cv} - \tau k_c)$ returns a dimensionless number $\pm 1$. The above result coincides with the result (13) in Ref. [55], when we have the zeroth circumferential mode $m = 0$, and a metallic nanotube $v = 0$, noting that $\hbar v_F k_0 = \Delta_0$, $\hbar v_F k_{SO} = -\Delta_1$, $\hbar v_F k_{c,cv} = \Delta_g$, and $R = D/2$.

#### 3.3 Single particle spectrum of a carbon nanotube quantum dot

If a carbon nanotube has a finite length $L$ and is confined by a very sharp rectangular potential near the ends, which defines the quantum dot region, the wavevector $k_i$ along the tube axis becomes discrete, and may be assumed to have values [51, 55]

$$k_i \approx \frac{N \pi}{L}, \quad N \in \mathbb{Z}.$$  \hspace{1cm} (3.55)

In such a case we can write the normalized wavefunction as

$$\Psi_{s,s',k_c,k_g}(c,t) = \frac{1}{\sqrt{2\pi L}} e^{i k' c i (k_{c} - k_{c} t)} \left( e \right)_{s,s',k_c,k_g},$$  \hspace{1cm} (3.56)

and we use this result to define the tunneling amplitudes.

In Section 3.2 we saw that carbon nanotubes have a nearly fourfold degenerate energy level structure, which is due to the intrinsic spin ($\uparrow$, $\downarrow$), and the so-called isospin or valley index ($K$, $K'$) [18, 53, 55, 56]. In a lot of experimental cases such every four states described by particular $k_i$ and $k_{c'}$, “a shell”, are separated by a large energy $\Delta E$ comparable or bigger than the charging energy $2U$ [55]. The fourfold degeneracy is broken by spin-orbit coupling and disorder. However, if there is no magnetic field, the system still has time-reversal symmetry and we are left with a pair of twofold degenerate states, called Kramers doublets. The time-reversal partners (Kramers doublets) in the $KK'$-basis (3.39) are the states

$$|K \uparrow\rangle = |K' \downarrow\rangle,$$  \hspace{1cm} (3.57a)

$$|K \downarrow\rangle = |K' \uparrow\rangle,$$  \hspace{1cm} (3.57b)
where \( T \) is the time-reversal operator.

Now we turn our interest to the single “shell” eigenspectrum. If a carbon nanotube contains disorder, i.e. defects in the lattice structure, tube is placed on the substrate and etc., this can induce mixing in \( KK' \)-basis states. However, such mixing should not break time-reversal symmetry. The single particle Hamiltonian with \( B \) field and \( KK' \) mixing for a single “shell” of a carbon nanotube quantum dot becomes:

\[
H = \begin{pmatrix}
|K \uparrow\rangle & |K' \downarrow\rangle & |K \downarrow\rangle & |K' \uparrow\rangle \\
E_{+1,+1} & 0 & 0 & \frac{1}{2} \Delta_{KK'} \\
0 & E_{-1,-1} & \frac{1}{2} \Delta_{KK'} & 0 \\
\frac{1}{2} \Delta_{KK'} & 0 & 0 & E_{-1,+1} \\
\end{pmatrix}
\]

(3.58)

remembering, that the spin quantization axis is chosen along the tube axis \( T \), and \( B \) field lies in \( zx \) plane of spin-quantization coordinate system. We also note that in this \( KK' \)-basis for \( \tau = -1 \) we have \( (k_c, k_t) \rightarrow -(k_c, k_t) \). Here \( \Delta_{KK'} \) is the \( KK' \)-mixing due to disorder, \( g_s \approx 2 \) is the electron’s Landé \( g \)-factor, \( \zeta \) is the angle between the magnetic \( B \) field and the tube axis, and energies in the diagonal are given by

\[
E_{\tau,s} = \tau s \frac{\Delta_{SO}}{2} \mp \tau g_{orb} \mu_B \frac{B \cos \zeta}{2},
\]

(3.59)

where \( \tau = +1(-1) \) for \( K(K') \), \( s = +1(-1) \) for spin up (down), \( g_{orb} \) is the effective orbital Landé \( g \)-factor, and the upper (lower) sign corresponds to the conduction (valence) band. Note that a constant factor for particular “shell” \( E^0_{\tau} \) in (3.54b) was neglected. After diagonalizing the Hamiltonian (3.58), we find the eigenspectrum \( \epsilon_n \), which defines the single particle orbitals of the quantum dot. In our discussion of tunneling induced energy shifts, we will use the energy spectrum for the conduction band and assume \( \Delta_{SO} > 0 \).

### 3.4 Tunneling amplitudes

To define the tunneling amplitudes in \( KK' \)-basis, we need to specify the lead states. We assume that the lead states constitute Kramers doublets, when there is no magnetic field, which we will denote:

\[
|\alpha \nu \uparrow\rangle = T |\alpha \nu \downarrow\rangle,
\]

(3.60)

where \( \alpha = L, R \) is a lead index. In general if there is spin-orbit coupling in the leads, the lead states in real space have the form

\[
\langle r |\alpha \nu \uparrow\rangle = \begin{pmatrix} a_{\alpha \nu}(r) \\ b_{\alpha \nu}(r) \end{pmatrix}, \quad \langle r |\alpha \nu \downarrow\rangle = \begin{pmatrix} -b^*_\alpha \nu(r) \\ a^*_\alpha \nu(r) \end{pmatrix},
\]

(3.61)
where \(a_{av}(r), b_{av}(r)\) are complex functions of the coordinate. Now using \(KK'\)-basis states (3.39) and lead states (3.61), which are written in spin \(s\) space, we get the following tunneling amplitudes

\[
t^z_{a,\xi} = \langle a, \xi | H_{tot} | t s \rangle = (1 \pm e^{i\Psi_{av}}) \int dr A_{\xi, s}(r) H_{tot}(r) e^{iKr} e^{i(\xi + k, c, v, t)},
\]

\[
\Phi_{t, s} = \frac{\tau}{2} \text{Arg} [k_c - k_{c, cv} - i(k_v - k_{c, v}) - \tau s (k_{SO} + k_{d})],
\]

\[
A_{\xi, s} = \begin{pmatrix} a_{av} & b_{av}^* \\ -b_{av} & a_{av} \end{pmatrix},
\]

(3.62a)

(3.62b)

(3.62c)

where \(\xi\) denotes either \(\nu \uparrow\) or \(\nu \downarrow\), and \(H_{tot}\) is the total single particle Hamiltonian representing leads, dot region, and tunneling barriers. In general, the lead states can also depend on magnetic field \(B\), however, we do not consider such a situation. If \(|k_c - k_{c, cv} - i(k_v - k_{c, v})| >> |k_{SO} - k_{d}|\), which covers most cases for carbon nanotubes, we can safely neglect the dependence of tunneling amplitudes on spin-orbit coupling \((k_{SO})\) and parallel magnetic field \((k_d)\) to the tube axis.

We can simplify the above tunneling amplitudes (3.62a) by assuming that the Hamiltonian describing electrons in the leads is real and that we can choose arbitrary spin-quantization direction (for example, there is no spin-orbit coupling in the leads). In the case of no spin-orbit interaction the states (3.60) can be represented in real space as

\[
\langle r | a, \nu \uparrow \rangle = \begin{pmatrix} a_{av}(r) \\ 0 \end{pmatrix}, \quad \langle r | a, \nu \downarrow \rangle = \begin{pmatrix} 0 \\ a_{av}(r) \end{pmatrix},
\]

(3.63)

where \(a_{av}(r)\) is a real function of coordinates. Here the spin-quantization direction is chosen along the tube axis. When there is no magnetic field, we can define the following tunneling amplitudes

\[
\begin{align*}
&t^K_{a, \nu \uparrow} = \langle a, \nu \uparrow | H_{tot} | K \uparrow \rangle = t_{av, 1}, \\
&t^K_{a, \nu \downarrow} = \langle a, \nu \downarrow | H_{tot} | K \downarrow \rangle = t^*_{av, 1}, \\
&t^K_{a, \nu \uparrow} = \langle a, \nu \uparrow | H_{tot} | K' \downarrow \rangle = -t^*_{av, 2}, \\
&t^K_{a, \nu \downarrow} = \langle a, \nu \downarrow | H_{tot} | K' \uparrow \rangle = t_{av, 2},
\end{align*}
\]

(3.64)

where we also used the time-reversal symmetry of the states. As we can see from (3.62) the difference between tunneling amplitudes \(t_{av, 1}\) and \(t_{av, 2}\) appears due to spin-orbit coupling and that it can be neglected, when spin-orbit coupling is small compared to the curvature induced splitting in the carbon nanotube, i.e.

\[
t_{av, 1} \approx t_{av, 2} \rightarrow t_{av}.
\]

(3.65)

In general the tunneling amplitudes (3.64) also depend on the parallel magnetic field, however this effect is small, when magnetic field is small compared to the curvature induced splitting, and we do not consider it in our calculations. We also neglect \(\nu\) dependence of the tunneling amplitudes \(t_{av, 1/2} \rightarrow t_{av, 1/2}\).

Note that if spin-orbit coupling in the leads is present, as can be seen from (3.62a), this may additionally introduce the following non-vanishing tunneling amplitudes

\[
\begin{align*}
&t^K_{a, \nu \downarrow} = \langle a, \nu \downarrow | H_{tot} | K \uparrow \rangle = t_{av, 3}, \\
&t^K_{a, \nu \uparrow} = \langle a, \nu \uparrow | H_{tot} | K \downarrow \rangle = -t^*_{av, 3}, \\
&t^K_{a, \nu \downarrow} = \langle a, \nu \downarrow | H_{tot} | K' \downarrow \rangle = t_{av, 4}, \\
&t^K_{a, \nu \uparrow} = \langle a, \nu \uparrow | H_{tot} | K' \uparrow \rangle = -t^*_{av, 4}.
\end{align*}
\]

(3.66)

The inclusion of such terms does not change the qualitative picture of the results presented in Chapters 4 and 5, so for simplicity we will neglect them.
Chapter 4

Tunneling renormalized cotunneling spectroscopy of carbon nanotube quantum dots with normal leads

The objective of this chapter is to examine how the tunneling renormalization affects the cotunneling spectroscopy of carbon nanotube quantum dots attached to normal leads. The quantum dot is assumed to have four single particle orbitals of single “shell” defined in Section 3.3. We are interested in how the cotunneling threshold is modified by the tunneling in the middle of the single charge \( N = 1 \) diamond. The following equation is solved for the cotunneling threshold \( \tilde{V}_{\text{th}} \):

\[
|\tilde{V}_{\text{th}}| = \Delta E(B, V_g, \tilde{V}_{\text{th}}) = \tilde{E}_{Nl} - \tilde{E}_{Nl'}, \quad (4.1)
\]

where \( \tilde{E} \) is the tunneling renormalized eigenspectrum, which is determined by the method specified in Chapter 2.

We will be interested in the parameter regime where the charging energy \( 2U \) is much larger than the single particle spectrum energies \( \epsilon_n \), the bias \( V \) and the tunneling rates

\[
\Gamma^{\alpha} = \pi \rho \sum_{\alpha j} |t^{\alpha j}|^2, \quad (4.2)
\]

in order for our expansion in \( H_T \) to be valid. Also we need to be far away from the charge degeneracy points, so the gate voltage has to be not too far from the middle of the diamond, and because of this we can linearize the logarithms in (2.29) and be able to get some simple analytical results. However, in order not to overwhelm the physical interpretation presented in upcoming sections by cumbersome expressions, the derivation of analytical results is presented in Appendix C.

We note that cotunneling thresholds \( \tilde{V}_{\text{th}} \) will be measured in units of

\[
\Gamma = \sum_{\alpha j} \Gamma_{\alpha j} = \pi \rho \sum_{\alpha j} |t_{\alpha j}|^2 \quad (4.3)
\]

for normal leads, where \( t_{\alpha j} \) are the tunneling amplitudes defined by (3.64), and in units of

\[
\Gamma_{\Sigma} = \pi \sum_{\alpha s j} \Gamma_{\alpha s j} = \pi \sum_{\alpha s j} \rho_{\alpha s} |t_{\alpha j}|^2 \quad (4.4)
\]

for ferromagnetic leads.

4.1 Zero magnetic field \( B = 0 \) cotunneling thresholds

First we study the case when \( B = 0 \), all single particle orbitals are coupled symmetrically to the leads \( \Gamma^{\alpha} = \Gamma/4 \), and the tunneling rate \( \Gamma \) is much larger than the disorder splitting \( \Delta_{KK'} \approx 0 \) and spin-orbit coupling \( \Delta_{SO} \approx 0 \), with the resulting tunneling renormalized threshold shown in
Figure 4.1: Tunneling renormalized cotunneling thresholds shown as solid curves (blue) for different $KK'$-mixing and spin-orbit coupling values. The dashed lines (black) depict bare cotunneling thresholds and dashed-dotted lines (gray) show bare sequential tunneling thresholds. The long dashed lines (red) in (a) show linearized cotunneling threshold, when there is no $KK'$-mixing and spin-orbit coupling, and the dotted lines (red) in (c) and (d) depict, respectively, the position of zero bias crossing and minimum separation of the cotunneling threshold from zero bias. The values of the other parameters are $B = 0$, $U = 32 \Gamma$, $D = 10^9 \Gamma$, with all tunneling amplitudes $t_{L/R,1/2}$ being equal and $\text{Arg}[t_{L/R,1/2}] = 0$.

Figure 4.1a. We see that the fourfold degenerate “shell” spectrum is split in a gate dependent way, and we get the 1st cotunneling line at zero bias (for $B \neq 0$ it is visible at finite bias, and for $T < T_K$ it evolves into a Kondo peak, which is not included in our approach, with $T$ being the temperature and $T_K$ the so-called Kondo temperature), and one twofold degenerate gate dependent line, which splits into 2nd and 3rd cotunneling line for $B \neq 0$. The slope of the 2nd, 3rd cotunneling lines is given by (dashed (red) line in Figure 4.1a)

$$S = \pm \frac{\Gamma}{nU} \Delta V_g.$$  \hspace{1cm} (4.5)

There is also a crossing of cotunneling lines exactly in the middle of the diamond, i.e. the tunneling renormalization effects vanish.
Figure 4.2: Qualitative picture of tunneling induced $KK'$-mixing for a carbon nanotube coupled to normal leads in zero magnetic $B = 0$ field. (a) Example of tunneling process, which introduces $KK'$-mixing with a single electron in a carbon nanotube “shell”. Here $\mu_{L,R}$ denotes chemical potentials of the leads. (b) Schematic of cotunneling threshold (solid and dashed blue lines) for a single charge Coulomb diamond, in the absence of spin-orbit coupling and disorder induced $KK'$-mixing, and with real tunneling amplitudes $t_K, t_{K'}$. The effective tunneling renormalized ground state of the quantum dot is $|K+\rangle$ with larger tunneling rate $\Gamma_{K+} \sim |t_{K+}|^2$ (dashed blue line) at the left side of the diamond and $|K-\rangle$ with smaller tunneling rate $\Gamma_{K-} \sim |t_{K-}|^2$ (solid blue line) at the right side.

Even though formally it is possible to speak only about tunneling renormalization of the many-body eigenstates, however, effectively this splitting appears due to the mixing of single particle $K$ and $K'$ states because of the tunneling to the leads (Figure 4.2). This $KK'$-mixing appears because in the leads $K$ and $K'$ are no longer good quantum numbers. The resulting schematic cotunneling threshold without spin-orbit coupling and intrinsic $KK'$-mixing is depicted in Figure 4.2b, where the spin quantum number $s$ and lead index $\alpha$ are disregarded for simplicity. Also the tunneling amplitudes to the states $K$ and $K'$ are taken to be real. In such a case the tunneling renormalization determines that the effective ground state of the quantum dot has a larger tunneling rate $\Gamma_{K+} \sim |t_{K+}|^2$ on the left side of the diamond and a smaller one $\Gamma_{K-} \sim |t_{K-}|^2$ on the right side. Also if tunnel couplings are complex and different for the left and right lead, then this
conclusion holds for tunneling rate summed over the lead index $\alpha$. This situation occurs, because the charge fluctuations on the left side tends to empty the quantum dot and it is energetically favorable to have ground state with larger tunneling rate. On the right side of the diamond the situation is different, because charge fluctuations to doubly occupied dot states are preferable and it is energetically more favorable to have an excited state with the larger tunneling rate.

If the tunneling couplings are different for the left and the right lead, the positive and the negative slopes get corrections and instead of the above expression (4.5), we obtain for the slope

$$S_\pm = \pm \frac{\Gamma_L + \Gamma_R}{\pi U} \left( 1 \pm \frac{\Gamma_L - \Gamma_R}{\pi U} \right) \Delta V_g,$$  \hspace{1cm} (4.6)

where $\Gamma_\alpha = \Gamma_{\alpha 1} + \Gamma_{\alpha 2}$. We see that asymmetry between positive and negative bias appears, however, this corresponds only to a second order effect in $\Gamma/U$.

When spin-orbit coupling is included, instead of cotunneling lines crossing in the middle of the diamond, we get an anticrossing of size (Figure 4.1b)

$$A_1 = 2 \left( 1 - \frac{\Gamma}{\pi U} \right) |\Delta_{SO}|.$$  \hspace{1cm} (4.7)

It is not possible to restore a crossing if both Kramers doublets defined in Section 3.3 (Eq. 3.57) have the same tunneling couplings to the leads ($t_{a,1} \approx t_{a,2}$), even if mixing of $K$ and $K'$ due to disorder $\Delta_{KK'}$ is included (Figure 4.1d). In this case, for symmetric couplings to the left and right leads we can find the eigenspectrum around the middle of the diamond, which yields the following energy difference between ground and excited states

$$\Delta E = \left\{ \left( 1 - \frac{\Gamma}{\pi U} \right) \Delta_\Sigma + \frac{\Gamma}{\pi U} \cos(\phi) \frac{\Delta_{KK'}}{\Delta_\Sigma} \Delta V_g \right\}^2$$

$$+ \left| \frac{\Gamma}{\pi U} \left( \frac{\Delta_{SO}}{\Delta_\Sigma} \cos(\phi) + i \sin(\phi) \right) \Delta V_g \right| \right\}^{1/2},$$  \hspace{1cm} (4.8)

where

$$\Delta_\Sigma = \sqrt{\Delta_{SO}^2 + \Delta_{KK'}^2},$$  \hspace{1cm} (4.9)

and the phase $\phi$ is the sum of the $KK'$-mixing phase ($\Delta_{KK'} = |\Delta_{KK'}|e^{i\phi_{KK'}}$) and the tunneling amplitudes’ phase ($t_{L/R,1/2} = |t|e^{i\phi_t}$):

$$\phi = \phi_{KK'} + 2\phi_t.$$  \hspace{1cm} (4.10)

From the above expression (4.8) we find that an anticrossing appears near the point

$$\Delta V_g \approx \left( 1 - \frac{\pi U}{\Gamma} \right) \Delta_{KK'} \cos(\phi),$$  \hspace{1cm} (4.11)

and its size is

$$A_2 = 2 \left( 1 - \frac{\Gamma}{\pi U} \right) \sqrt{\Delta_{SO}^2 + \sin^2(\phi) \Delta_{KK'}^2}.$$  \hspace{1cm} (4.12)

We note that in this case the middle of the bare diamond is given by $\Delta V_g = -\Delta_\Sigma$. If spin-orbit coupling is neglected $\Delta_{SO} = 0$, but there is $KK'$-mixing $\Delta_{KK'}$, and the total phase $\phi$ is equal to zero, a crossing instead of anticrossing appears near the point (4.11), as shown in Figure 4.1c.
By changing the relative phases between the left and right couplings, we can reduce the tunneling renormalization, as shown in Figure 4.3(a). The condition for complete reduction of the tunneling renormalization around the middle of the diamond is

\[ t_{L1}t_{L2} + t_{R1}t_{R2} = 0, \tag{4.13a} \]
\[ |t_{L1}|^2 + |t_{R1}|^2 = |t_{L2}|^2 + |t_{R2}|^2, \tag{4.13b} \]

which can be rewritten as

\[ t_{R1} = e^{i\phi}t_{L2}, \quad t_{R2} = -e^{-i\phi}t_{L1}, \tag{4.14} \]

where \( t_{L/R,1/2} \) are complex numbers, and \( \phi \) is some arbitrary phase.

It is possible to get a crossing if the Kramers doublets are coupled differently, i.e. \( t_{a1} \neq t_{a2} \), as shown in Figure 4.3(b), where we for simplicity consider the case with only spin-orbit coupling, but the statement is also true when \( KK' \)-mixing is included. In this case, the condition for crossing is given by relation (4.13a), when relation (4.13b) is not satisfied. Then the position of the crossing is given by

\[ \Delta V_g \approx \frac{\pi U}{\Gamma_2 - \Gamma_1} \Delta_{SO}, \tag{4.15} \]

where \( \Gamma_j = \Gamma_{Lj} + \Gamma_{Rj} \), and the middle of the diamond is in this case given by \( \Delta V_g = -|\Delta_{SO}| \). To be able to observe it experimentally, the value of Eq. (4.15) has to be between \(-2U\) and \(2U\).
4.2 Finite magnetic field $B \neq 0$ cotunneling thresholds. Gate dependence of $g$-factors

Now we investigate how the tunneling induced level shifts effect the magnetic field dependence of the cotunneling threshold, i.e. we examine the gate dependence of the $g$-factors. As in the previous section, we restrict our examination to the single charge $N = 1$ diamond. We start by examining the case when the spin-orbit coupling and $KK'$-mixing are neglected, the magnetic field is parallel to the tube axis, and the couplings to the left and right leads are equal. When the gate voltage is exactly in the middle of the diamond the bare $g$-factors are almost unaffected and they are reduced only by a factor $(1 - \Gamma/\pi U)$

$$ \tilde{g}_{s,\text{orb}} \approx (1 - \kappa) g_{s,\text{orb}}, \quad \kappa = \frac{\Gamma}{\pi U}. \quad (4.16) $$

For very small $\Gamma/U$ ratio, the renormalized threshold matches the bare one (dashed (black) curves in Figure 4.4a). For perpendicular magnetic field $B \perp$ the renormalization of $g$-factors is also small and for 1st, 2nd, and 3rd cotunneling lines, respectively, are given by

$$ \kappa g_{s}, \quad (1 - \kappa) g_{s}, \quad g_{s}. \quad (4.17) $$

Going away from the middle of the diamond, we find that $g$-factors acquire gate dependence (solid (blue) curves in Figure 4.4a), which for the $\kappa \Delta V_g \gg B > 0$ case is written in Table 4.1, for different transitions. The situation when spin-orbit coupling is included is depicted in Figure 4.4b. We see that the tunneling renormalization again acts as a gate dependent $\Delta_{KK'}$ splitting. The effective $g$-factors for small magnetic $B$ fields ($\kappa \Delta V_g, \Delta_{SO} \gg B > 0$) are written in Table 4.1, where the following notation is introduced:

$$ \tilde{\kappa} \approx \kappa \left[ 1 + \left( \frac{1 - \kappa}{\kappa} \frac{\Delta_{SO}}{\Delta V_g} \right)^2 \right]^{-1/2}, \quad (4.18a) $$

$$ \tilde{g}_s \approx g_s (1 - \kappa) \left[ 1 + \left( \frac{1 - \kappa}{\kappa} \frac{\Delta_{SO}}{\Delta V_g} \right)^2 \right]^{-1/2}, \quad (4.18b) $$

$$ \tilde{g}_{\text{orb}} \approx g_{\text{orb}} (1 - \kappa) \left[ 1 + \left( \frac{\kappa}{1 - \kappa} \frac{\Delta V_g}{\Delta_{SO}} \right)^2 \right]^{-1/2}. \quad (4.18c) $$

When there is only $KK'$-mixing, the magnetic field dependence of the cotunneling threshold does not change qualitatively, and the only difference at finite $\Delta V_g$ is an effective enhancement of the $KK'$-mixing due to tunneling-renormalization, as can be seen from Figure 4.4c. The situation when both spin-orbit coupling and $KK'$-mixing are included is depicted in Figure 4.4d.

In an experiment, the cotunneling threshold dependence on the magnetic field angle $\zeta$ (with respect to the tube axis) also could be measured. The angle dependence of the bare cotunneling threshold is shown in Figure 4.5a. Again, in the middle of the diamond there is almost no renormalization due to tunneling and it matches Figure 4.5a. The situation at finite $\Delta V_g$ is shown in Figure 4.5b. If the quantum dot is coupled to the leads asymmetrically, then the asymmetry between positive and negative bias thresholds acquires angle dependence, which can be seen by adding positive and negative bias thresholds in Figure 4.5b, and the result is shown in Figure 4.5c.
Quantum Transport

Cotunneling

\[ \kappa \Delta V_g \gg B > 0, \Delta_{SO} = 0 \]

<table>
<thead>
<tr>
<th>Cotunneling line</th>
<th>Bare ( g )-factor</th>
<th>Renormalized ( g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{st}</td>
<td>( g_s )</td>
<td>( (1 - \kappa) g_s )</td>
</tr>
<tr>
<td>2\textsuperscript{nd}</td>
<td>( g_{orb} )</td>
<td>( \kappa g_s + \frac{g^2_{orb} B}{2\kappa \Delta V_g} )</td>
</tr>
<tr>
<td>3\textsuperscript{rd}</td>
<td>( g_s + g_{orb} )</td>
<td>( g_s + \frac{g^2_{orb} B}{2\kappa \Delta V_g} )</td>
</tr>
</tbody>
</table>

Perpendicular field \( B_\perp \)

| 1\textsuperscript{st} | 0 | \( g_s \) | 0 | \( \kappa g_s + \tilde{g}_s \) |
| 2\textsuperscript{nd} | \( g_s \) | \( \kappa g_s \) | \( \frac{g_{s} B}{2\Delta_{SO}} \) | \( \kappa g_s \) |
| 3\textsuperscript{rd} | \( g_s \) | (1 - \kappa) \( g_s \) | \( \frac{g_{s} B}{2\Delta_{SO}} \) | \( \tilde{g}_s \) |

Table 4.1: Bare and renormalized \( g \)-factors for carbon nanotube quantum dot, when \( g_{orb} > g_s \) and \( \Delta_{KK'} = 0 \).

Figure 4.4: Comparison of the dependence on parallel \( B_\parallel \) and perpendicular \( B_\perp \) magnetic field of the bare (dashed curves (black)) and the tunneling renormalized (solid curves (blue)) cotunneling threshold for different values of \( KK' \)-mixing and spin-orbit coupling at a gate voltage \( V_g = 1.2 \times 2U \) away from the middle of the diamond. The values of the other parameters are \( U = 32\Gamma \), \( D = 10^9\Gamma \), with all tunneling amplitudes \( t_{L/R,1/2} \) being equal and \( \text{Arg}(t_{L/R,1/2}) = 0 \).
Figure 4.5: Angle dependence of cotunneling threshold. The values of the parameters are $B = 0.13\Gamma$, $\Delta_{SO} = 0.16\Gamma$, $\Delta_{KK'} = 0$, $U = 32\Gamma$, $D = 10^9\Gamma$, $t_{L,R,1/2} = 7$, $\text{Arg}[t_{L/R,1/2}] = 0$. 
4.3 Comparison of second and fourth order corrections

Figure 4.6: The comparison of energy differences corresponding to cotunneling thresholds in Figure 4.1, where solid curves (blue) correspond to energy differences with corrections up to second order in $H_T$, and dotted (green) curves up to fourth order in $H_T$. The values of the other parameters for calculation are $B = 0$, $U = 32\Gamma$, $D = 10^9\Gamma$, with all tunneling amplitudes $t_{L/R,1/2}$ being equal and $\text{Arg}[t_{L/R,1/2}] = 0$.

To show the region of validity of the perturbative expansion, we consider the energy shifts with fourth order corrections included, which are examined in Appendix B, for the cases discussed in Section 4.1. The comparison of the energy differences corresponding to cotunneling thresholds in Figure 4.1 is shown in Figure 4.6, where solid curves (blue) correspond to energy differences with corrections up to second order in $H_T$, and dotted (green) curves - up to fourth order in $H_T$. From this figure we see that for chosen parameters in our calculation we have wide range of gate voltage $V_g$ for which second order perturbation theory in $H_T$ is valid.
Chapter 5

Tunneling renormalized cotunneling spectroscopy of quantum dots with ferromagnetic leads

In this chapter we discuss the cotunneling thresholds in the presence of ferromagnetic leads, the effect of the exchange field, and its compensation by external magnetic field.

5.1 Tunneling amplitudes

![Diagram of lead polarizations and magnetic field](image)

Figure 5.1: Orientation of the lead polarizations and magnetic field with respect to quantum dot spin quantization axis (or the carbon nanotube axis). (a) Arbitrary orientation of lead polarization when \( \varphi_a = 0 \). (b) Orientations of polarizations discussed in the thesis.

If spin quantization axes of the leads are rotated with respect to the quantum dot spin quantization axis by angles \( \theta_a \) and \( \varphi_a \) (Figure 5.1), then the new eigenstates of the leads, expressed in terms of the old ones (which have spin quantization axis the same as the quantum dot), are eigenstates of

\[
(a_{a} \cdot \tau) = \begin{pmatrix}
\cos \theta_a \\
\sin \theta_a \cos \varphi_a + i \sin \theta_a \sin \varphi_a \\
\sin \theta_a \cos \varphi_a - i \sin \theta_a \sin \varphi_a \\
\end{pmatrix},
\]

(5.1)
where $\alpha$ denotes the spin quantization directions in the leads ($\alpha = L, R$)

$$\alpha = \{ \sin \theta \alpha \cos \varphi \alpha, \sin \theta \alpha \sin \varphi \alpha, \cos \theta \alpha \},$$

and $\tau$ is vector consisting of Pauli matrices. The eigenvectors of the above matrix written as columns of $P_\alpha$ are

$$P_\alpha = \begin{pmatrix}
\cos(\theta \alpha / 2) & -\sin(\theta \alpha / 2)e^{-i\varphi \alpha} \\
\sin(\theta \alpha / 2)e^{i\varphi \alpha} & \cos(\theta \alpha / 2)
\end{pmatrix},$$

(5.3)

So the new eigenstates in the leads are expressed as

$$|\alpha \xi \uparrow\rangle = \cos(\theta \alpha / 2)|\alpha \nu \uparrow\rangle + \sin(\theta \alpha / 2)e^{i\varphi \alpha}|\alpha \nu \downarrow\rangle,$$

(5.4a)

$$|\alpha \xi \downarrow\rangle = \cos(\theta \alpha / 2)|\alpha \nu \downarrow\rangle - \sin(\theta \alpha / 2)e^{-i\varphi \alpha}|\alpha \nu \uparrow\rangle,$$

(5.4b)

and the tunneling amplitudes in the new basis become

$$t_{n \xi \uparrow} = \cos(\theta \alpha / 2)t_{n \alpha \nu \uparrow} + \sin(\theta \alpha / 2)e^{-i\varphi \alpha}t_{n \alpha \nu \downarrow},$$

(5.5a)

$$t_{n \xi \downarrow} = \cos(\theta \alpha / 2)t_{n \alpha \nu \downarrow} - \sin(\theta \alpha / 2)e^{i\varphi \alpha}t_{n \alpha \nu \uparrow}.$$

(5.5b)

The new spins $\uparrow$ and $\downarrow$ have corresponding new constant tunneling density of states $\rho_\uparrow$ and $\rho_\downarrow$, because we are considering ferromagnetic leads.

### 5.2 Two orbital quantum dot

In this section we will look at the simple quantum dot containing only two single particle orbitals spin-up $|\uparrow\rangle$ and spin-down $|\downarrow\rangle$ (Figure 1.2, $E_c = 2U$). Uncoupled from the leads quantum dot has the following bare many-body eigenstates

$$|\psi_d\rangle \in \{|0\rangle, |1\uparrow\rangle, |1\downarrow\rangle, |2\rangle\},$$

(5.6)

with corresponding bare eigenenergies

$$E^{(0)}_0 = 0,$$

(5.7a)

$$E^{(0)}_{1\uparrow} = \frac{\Delta}{2} + U - V_g,$$

(5.7b)

$$E^{(0)}_{1\downarrow} = -\frac{\Delta}{2} + U - V_g,$$

(5.7c)

$$E^{(0)}_2 = 4U - 2V_g.$$  

(5.7d)

Here $\Delta = g_s B$ corresponds to applied external magnetic field, with $g_s$ being the electron Landé factor. We assume that the tunneling amplitudes have the following form

$$t_{n \uparrow} = t_\alpha \delta_{n \uparrow},$$

(5.8a)

$$t_{n \downarrow} = t_\alpha \delta_{n \downarrow},$$

(5.8b)

i.e., that spin quantization-axes in the leads and in the quantum dot are in the same direction, which will be the case for large enough external magnetic field $B$, which polarizes the leads in
We see that the gate dependent splitting appears if the leads are ferromagnetic, i.e. the middle of the diamond due to tunneling renormalization. The bare threshold for ground state magnetic field by diminishing it. In a way it corresponds to the Lamb shift from atomic physics [57], or the Knight shift from nuclear magnetic resonance physics [59].

Another by the Stoner splitting. And lastly there is a correction  \( \Gamma \) can be linearized to give

\[
E_0^{(2)} = \frac{\Gamma}{\pi} \ln \left| \frac{U - \frac{\Delta}{2} + \frac{\Delta V_{\uparrow}}{2}}{D + \frac{\Delta}{2}} \right| + \frac{\Gamma}{\pi} \ln \left| \frac{U + \frac{\Delta}{2} + \frac{\Delta V_{\uparrow}}{2}}{D - \frac{\Delta}{2}} \right|,
\]

(5.9a)

\[
E_1^{(2)} = \frac{\Gamma}{\pi} \ln \left| \frac{U - \frac{\Delta}{2} - \frac{\Delta V_{\uparrow}}{2}}{D - \frac{\Delta}{2}} \right| + \frac{\Gamma}{\pi} \ln \left| \frac{U - \frac{\Delta}{2} + \frac{\Delta V_{\uparrow}}{2}}{D - \frac{\Delta}{2}} \right|,
\]

(5.9b)

\[
E_1^{(2)} = \frac{\Gamma}{\pi} \ln \left| \frac{U + \frac{\Delta}{2} - \frac{\Delta V_{\uparrow}}{2}}{D + \frac{\Delta}{2}} \right| + \frac{\Gamma}{\pi} \ln \left| \frac{U + \frac{\Delta}{2} + \frac{\Delta V_{\uparrow}}{2}}{D + \frac{\Delta}{2}} \right|,
\]

(5.9c)

\[
E_2^{(2)} = \frac{\Gamma}{\pi} \ln \left| \frac{U + \frac{\Delta}{2} - \frac{\Delta V_{\downarrow}}{2}}{D + \frac{\Delta}{2}} \right| + \frac{\Gamma}{\pi} \ln \left| \frac{U + \frac{\Delta}{2} + \frac{\Delta V_{\downarrow}}{2}}{D + \frac{\Delta}{2}} \right|,
\]

(5.9d)

where the following notations were introduced

\[
\Gamma_{a\eta} = \pi p_{a\eta} |t_a|^2, \tag{5.10a}
\]

\[
\Gamma_{\eta} = \sum_{a} \Gamma_{a\eta} = \Gamma_{L\eta} + \Gamma_{R\eta}, \quad \eta \in \{\uparrow, \downarrow\} \tag{5.10b}
\]

\[
V_g = 2UN_g = 2U + \frac{\Delta V_g}{2}. \tag{5.10c}
\]

Note that when calculating the energy corrections (5.9) we have set the voltage bias to zero \( V = 0 \) for simplicity.

With the above energy corrections (5.9) we find that the cotunneling threshold becomes

\[
V_c = \left( E_{1\uparrow}^{(0)} + E_{1\downarrow}^{(2)} \right) - \left( E_{1\downarrow}^{(0)} + E_{1\uparrow}^{(2)} \right) = \Delta + \frac{\Gamma}{\pi} \ln \left| \frac{1 + \frac{\Delta V_{\uparrow}}{2U} - \frac{\Delta}{2D}}{1 - \frac{\Delta V_{\uparrow}}{2U} + \frac{\Delta}{2D}} \right| + \frac{\Gamma}{\pi} \ln \left| \frac{1 - \frac{\Delta V_{\downarrow}}{2U} - \frac{\Delta}{2D}}{1 + \frac{\Delta V_{\downarrow}}{2U} + \frac{\Delta}{2D}} \right|
\]

\[
+ \frac{\Gamma_{\uparrow} + \Gamma_{\downarrow}}{\pi} \ln \left| \frac{1 + \frac{\Delta}{2D}}{1 - \frac{\Delta}{2D}} \right|, \tag{5.11}
\]

and if the gate voltage is around the middle of the diamond (\( \Delta V_g << 2U \)), then the above threshold can be linearized to give

\[
V_c \approx \left( 1 - \frac{\Gamma_{\uparrow} + \Gamma_{\downarrow}}{\pi U} \right) \Delta + \frac{\Gamma_{\uparrow} - \Gamma_{\downarrow}}{\pi U} \Delta V_g + \frac{\Gamma_{\uparrow} + \Gamma_{\downarrow}}{\pi U} \Delta_{st}. \tag{5.12}
\]

We see that the gate dependent splitting appears if the leads are ferromagnetic, i.e. \( \Gamma_{\uparrow} \neq \Gamma_{\downarrow} \). That kind of splitting in the literature is called gate dependent exchange field [26]. Also there is a correction \( \frac{\Gamma_{\uparrow} + \Gamma_{\downarrow}}{\pi D} \Delta_{st} \) if the spin-up and spin-down bands of the leads are shifted with respect to one another by the Stoner splitting. And lastly there is a correction \( \left( 1 - \frac{\Gamma_{\uparrow} + \Gamma_{\downarrow}}{\pi U} \right) \Delta \), which renormalizes the magnetic field by diminishing it. In a way it corresponds to the Lamb shift from atomic physics [57, 58], or the Knight shift from nuclear magnetic resonance physics [59].

Now let us examine zero-bias sequential tunneling thresholds and the possible motion of the middle of the diamond due to tunneling renormalization. The bare threshold for ground state
transitions between zero-to-single and single-to-two charge states is determined respectively by the conditions (here we assume that $\Delta < 0$, i.e. spin-up is the ground state):

$$E_{1\uparrow} - E_0 = U - V_{g}^{1\rightarrow 0} - \frac{|\Delta|}{2} = -U - \frac{\Delta V_{g}^{1\rightarrow 0} + |\Delta|}{2} = 0,$$

$$E_2 - E_{1\uparrow} = 3U - V_{g}^{2\rightarrow 1} + \frac{|\Delta|}{2} = U - \frac{\Delta V_{g}^{2\rightarrow 1} - |\Delta|}{2} = 0. \quad (5.13a)$$

From the above equations we get

$$\Delta V_{g}^{1\rightarrow 0} = -2U - |\Delta|, \quad (5.14a)$$

$$\Delta V_{g}^{2\rightarrow 1} = 2U + |\Delta|. \quad (5.14b)$$

We see that in this case the middle of the diamond is always given by

$$\Delta V_{g}^{\text{mid}} = 0,$$

but the width varies depending on $|\Delta|

$$\Delta V_{g}^{\text{width}} = 4U + 2|\Delta|. \quad (5.16)$$

If the second order corrections (5.9) are included then the zero-bias sequential tunneling thresholds qualitatively would be determined from:

$$(E_{1\uparrow} + E_{1\uparrow}^{(2)}) - (E_0 + E_{0}^{(2)}) = -U - \frac{\Delta V_{g}^{1\rightarrow 0} + |\Delta|}{2} + \Gamma_{1} \ln \left| \frac{1 - (\Delta V_{g}^{1\rightarrow 0} - |\Delta|)/2U}{1 + (\Delta V_{g}^{1\rightarrow 0} - |\Delta|)/2U} \right| = 0, \quad (5.17a)$$

$$(E_2 + E_{2}^{(2)}) - (E_{1\uparrow} + E_{1\uparrow}^{(2)}) = U - \frac{\Delta V_{g}^{2\rightarrow 1} - |\Delta|}{2} + \Gamma_{1} \ln \left| \frac{1 - (\Delta V_{g}^{2\rightarrow 1} + |\Delta|)/2U}{1 + (\Delta V_{g}^{2\rightarrow 1} + |\Delta|)/2U} \right| = 0. \quad (5.17b)$$

Of course the second order perturbation theory near the charge degeneracy points is not valid, but here we included it to see how the zero-bias sequential tunneling points might move due to tunneling renormalization. We see that we can get equation (5.17b) from (5.17a) by replacing $\Delta V_{g}^{1\rightarrow 0} \to -\Delta V_{g}^{2\rightarrow 1}$ and $\Gamma_{1} \to \Gamma_{2}$. In the case when $\Gamma_{1} = \Gamma_{2}$ we get $\Delta V_{g}^{2\rightarrow 1} = -\Delta V_{g}^{1\rightarrow 0}$, and this implies that the middle of the diamond is still given by $\Delta V_{g}^{\text{mid}} = 0$. However, when $\Gamma_{1} \neq \Gamma_{2}$, the middle of the diamond will move as a function of $|\Delta|$ (i.e. magnetic field), and even for $\Delta = 0$, will not be $\Delta V_{g}^{\text{mid}} = 0$.

### 5.3 Carbon nanotube quantum dot

In the following discussion for a quantum dot with four single particle orbitals we neglect Stoner splitting of the spin-up and spin-down bands, i.e. we assume that the bandwidth $D$ is much larger than this splitting. We also assume that the tunneling density of states for the left and right leads is equal, i.e. $\rho_{Ls} = \rho_{Rs} = \rho_{s}$, and only the spin quantization direction of the two leads with respect to one another can change. Lastly, we consider asymmetric couplings to the left and right leads $t_{L} \neq t_{R}$, and in general also having a phase difference with respect to one another.

#### 5.3.1 Zero magnetic field

The possible qualitative gate dependencies of the cotunneling threshold for a carbon nanotube coupled to ferromagnetic leads is depicted in Figure 5.2. For particular parameter values, which are discussed in the thesis, corresponding qualitative figure from Figure 5.2 is indicated in Table 5.1.
We start by considering the gate dependence of the cotunneling threshold for collinear configuration of the left and the right lead polarizations \( \theta_L = \theta_R \). In the case when there is no spin-orbit coupling and \( KK' \)-mixing, we can find the eigenspectrum around the middle of the diamond by linearizing the logarithms in Eq. (2.29) and solving the eigenvalue problem:

\[
E_{\uparrow} = -\frac{\Delta V_g}{2} \left( \kappa_{\downarrow}^+ \pm \sqrt{\left( \kappa_{\downarrow}^- \right)^2 + \left| \kappa_{\uparrow}^0 \right|^2} \right),
\]

\[
E_{\downarrow} = -\frac{\Delta V_g}{2} \left( \kappa_{\uparrow}^+ \pm \sqrt{\left( \kappa_{\uparrow}^- \right)^2 + \left| \kappa_{\downarrow}^0 \right|^2} \right),
\]

where

\[
\kappa_{s}^\pm = \sum_{\alpha} \rho_s \frac{\alpha_t}{U} \left( \left| t_{a1} \right|^2 \pm \left| t_{a2} \right|^2 \right),
\]

\[
\kappa_{s}^0 = 2 \sum_{\alpha} \rho_s \frac{\alpha_t}{U} t_{a1} t_{a2},
\]

with \( s = \uparrow, \downarrow \).
The energies (5.18a) correspond to states with $\uparrow$ and (5.18b) to states with $\downarrow$. If $\rho_\uparrow > \rho_\downarrow$, the left side of the diamond ($\Delta V_\uparrow < 0$) has a ground state with spin $\uparrow$ and the right side ($\Delta V_\downarrow > 0$) with spin $\downarrow$. When $t_{a1} = t_{a2} = t_a$ ($\kappa_\uparrow = 0$), which is the case for carbon nanotubes, we see that in order for the exchange field to split all cotunneling thresholds, we have to have a phase difference between the left $t_L$ and the right $t_R$ couplings. When only the $\Delta_{KK'}$ mixing is included, there is no dependence on the direction of the polarization of the collinear leads, as shown in Figure 5.2b. This is because there is no particular spin-quantization direction in the carbon nanotube. However, when only spin-orbit coupling is included there is qualitative difference for parallel ($\theta_a = 0$) and perpendicular ($\theta_a = \pi/2$) direction of the collinear leads polarization (Figure 5.2b,d). We see that for the perpendicular direction an additional crossing away from the middle of the diamond appears (Figure 5.2d). However, it can be lifted by $\Delta_{KK'}$ splitting (Figure 5.2b). We also note that the position of the crossing is always on the right side of the diamond independent of $\Delta_{SO}$ sign, tunneling amplitudes $t_{a1/2}$, and densities of states $\rho_s$.

For anticollinear configuration ($\theta_R = \theta_L + \pi$), similarly, as for collinear configuration, the eigenspectrum around the middle of the diamond, when there is no spin-orbit coupling and $KK'$-mixing, can be expressed as Eq. (5.18) by replacing $\kappa_{\uparrow\uparrow}$ and $\kappa_{\downarrow\downarrow}$ by:

\[
\kappa_{\uparrow\uparrow}^\pm = \frac{1}{U} \left[ \rho_s (|t_{L1}|^2 \pm |t_{L2}|^2) + \rho_\uparrow (|t_{R1}|^2 \pm |t_{R2}|^2) \right],
\]

\[
\kappa_{\downarrow\downarrow}^0 = \frac{2}{U} \left[ \rho_s t_{L1} t_{L2} + \rho_\uparrow t_{R1} t_{R2} \right],
\]

where $s = \uparrow, \downarrow$ and $\tilde{s} = \downarrow, \uparrow$.

Again we set $t_{a1} = t_{a1} = t_a$. In this case, we notice that all cotunneling lines are split only when there is a phase and modulus difference between the left $t_L$ and the right $t_R$ couplings. We also note that exchange fields from the left and right leads cancel each other if we have symmetric couplings $t_L = t_R$ (there is no splitting of cotunneling lines having different spins). This is also true when both spin-orbit coupling and $KK'$-mixing are included. As in the case of collinear configuration, when only $KK'$-mixing is included, there is no dependence on the direction of the polarization of the leads in anticollinear configuration. We also see that in this case a crossing appears (Figure 5.2d), which is lifted for the perpendicular case ($\theta_L = \pi/2, \theta_R = -\pi/2$, Figure 5.2b) and left intact for the parallel case ($\theta_L = 0, \theta_R = \pi$, Figure 5.2d) when spin-orbit coupling is included. This crossing can

<table>
<thead>
<tr>
<th>Collinear</th>
<th>Anticollinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_{SO}$</td>
<td>$\Delta_{SO}$</td>
</tr>
<tr>
<td>$\Delta_{KK'}$</td>
<td>$\Delta_{KK'}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>$\Delta_{SO}$</td>
<td>$\Delta_{SO}$</td>
</tr>
<tr>
<td>$\Delta_{KK'}$</td>
<td>$\Delta_{KK'}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$\theta$</td>
</tr>
<tr>
<td>Table 5.1: Indication of the corresponding qualitative figure for particular $\Delta_{SO}$ and $\Delta_{KK'}$ parameters. In the case of collinear configuration we have $\theta = \theta_L = \theta_R$ and anticollinear $\theta = \theta_L = \theta_R + \pi$. Values of angle denoted with asterisk ($\ast$) mean that the actual plot does not depend on the angle $\theta$.</td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.3: Tunneling renormalized cotunneling threshold dependence on parallel magnetic field $B_{||}$ for a quantum dot coupled to ferromagnetic leads, away from the middle of the diamond at gate voltage $V_g = 1.2 \times 2U$. a), b), and c) cases depict situation for the collinear lead configuration, and d) for the anticollinear lead configuration. When only $KK'$-mixing is included, the cotunneling thresholds qualitatively look as in case a). The values of the parameters are $\Delta_{KK'} = 0, U = 39\Gamma_{\Sigma}, D = 10^9\Gamma_{\Sigma}, \rho_{\uparrow}/\rho_{\downarrow} = 2, t_{L1/2}/t_{L1/2} = \frac{4}{3}e^{j\pi/3}, \text{Arg}[t_{L1/2}] = 0$.

also appear on the left side of the diamond, depending on the $KK'$-mixing phase $\phi_{KK'}$, as shown in Figure 5.2c.

### 5.3.2 Parallel magnetic $B$ field

The parallel magnetic field $B_{||}$ dependence of the cotunneling thresholds for the collinear configuration ($\theta_\alpha = 0$) is shown in Figure 5.3a,b,c. The $B < 0$ ($B > 0$) side of the plots corresponds to majority (minority) spins having the larger tunneling density of states. When only $KK'$-mixing is included, the cotunneling thresholds qualitatively look as in Figure 5.3a. We note that in the case of Figure 5.3a inclusion of a small $\Delta_{SO} \ll \Delta_{KK'}$ does not split the crossings, and in the cases of Figure 5.3b,c including a small $\Delta_{KK'} \ll \Delta_{SO}$ also leaves the crossings intact. However, large enough $KK'$-mixing can lift the crossings denoted 1 and 2 in Figure b,c. So we see that for majority spins tunneling, the parallel magnetic field $B_{||}$ can always compensate the exchange field between ground and first excited states (ground doublet), or the second and third excited states (excited doublet), even when both $\Delta_{SO}$ and $\Delta_{KK'}$ are included. However, the compensation between the states, which would correspond to a bare Kramers doublets at zero magnetic field, appears near different values of $B_{||}$-field, as shown by dotted (red) lines in Figure 5.3a. For minority spins tunneling, the compen-
sation of exchange field is complex and depends on particular values of parameters, i.e. \( \Delta_{SO} \) and the sign of it, \( \Delta_{KK}' \) and its phase, and also tunneling coupling \( t_\alpha \). The situation for anticollinear configuration (\( \theta_L = 0, \theta_R = \pi \)) with no \( \Delta_{SO} \), \( \Delta_{KK}' \) is depicted in Figure 5.3d. If we assume that the leads majority spins have largest density of states, then the \( B < 0 \) side of the plot corresponds to the anticollinear lead with respect to the \( B_{||} \)-field direction less coupled to the dot than the collinear lead, and for \( B > 0 \) case \textit{vice versa}. This means that cotunneling renormalization for antiparallel ferromagnetic leads is invariant under exchange \((\rho^0_L, t_L) \leftrightarrow (\rho^0_R, t_R)\). From Figure 5.3d, when there is no spin-orbit coupling and \( KK' \)-mixing, we see that the exchange field can be compensated only for either the ground doublet or for the excited doublet, depending on the couplings \( t_\alpha \) to the leads. If only \( KK' \)-mixing is included, the compensation also depends on \( t_\alpha \) phases and the phase \( \phi_{KK'} \) of this \( KK' \)-mixing, and one can get cotunneling threshold looking qualitatively like the one in Figure 5.3d or its mirror image. When only spin-orbit coupling is included, the cotunneling thresholds qualitatively look exactly as in the case of collinear leads Figure 5.3b,c. Including both spin-orbit coupling and \( KK' \)-mixing again produces the situations depicted in Figure 5.3b,c, (with the possibility to lift the crossings 1 and 2 for large enough \( \Delta_{KK}' \) and crossing 1 to appear in \( B < 0 \) region) or Figure 5.3d and its mirror image, depending on actual values of \( \Delta_{SO}, \Delta_{KK}' \), and \( t_\alpha \).
5.3.3 Perpendicular magnetic $B$ field

For perpendicular magnetic field $B_\perp$ and polarization of the leads ($|\theta_\alpha| = \pi/2$), we will focus on exchange field compensation for the ground doublet. With a parallel configuration of the leads ($\theta_\alpha = \pi/2$), the cotunneling thresholds are depicted in Figure 5.4. We see that for majority spin tunneling, the exchange field for the ground doublet can only be compensated if there is no spin-orbit coupling (Figure 5.4a,b), and this holds for any sign of $\Delta_{SO}$. When only $KK'$-mixing is included then whether the three cotunneling thresholds qualitatively look like Figure 5.4a or Figure 5.4b depends on the phase of $\Delta_{KK'}$. For minority spin tunneling the exchange field for the ground doublet is never compensated for both doublets, as shown in Figure 5.4d, and it is so even for symmetric coupling to the leads $t_L = t_R$. Lastly, the case of anticollinear configuration of the leads ($\theta_L = \pi/2, \theta_R = -\pi/2$) and perpendicular magnetic field $B_\perp$ is depicted in Figure 5.5. If the anticollinear lead is more coupled to the dot than the collinear one and if there is no spin-orbit coupling and $KK'$-mixing then the exchange field is always compensated for...
the ground doublet and vice versa. In the case when there is only $KK'$-mixing the compensation depends on $\Delta_{KK'}$ and $t_\alpha$ phases, and the qualitative picture of the cotunneling thresholds can look as in Figure 5.5a or Figure 5.5b. If spin-orbit coupling is included, the compensation depends on the values of tunneling couplings $t_\alpha$, while the sign of $\Delta_{SO}$ is irrelevant. When the tunneling couplings have a phase difference, the exchange field is never compensated and all crossings become anticrossings (Figure 5.5c). In the case of symmetric tunneling couplings there is effectively no exchange field and of course the compensation is at zero magnetic field $B_\perp = 0$. Now, when there is only spin-orbit coupling and the tunneling couplings differ only in modulus, the qualitatively situation depicted in Figure 5.4c for collinear leads configuration appears, i.e. the exchange field can be compensated. However, if in this case $KK'$-mixing is included, there is no compensation possible (Figure 5.5d).

Conclusions for Part I

In this first part we have examined the tunneling renormalization of quantum dot cotunneling spectrum by considering energy shifts of many-body eigenstates using quasi-degenerate perturbation theory [46, 47] in tunneling Hamiltonian $H_T$. The second order result Eq. (2.29) is applicable to any quantum dot with arbitrary number of single particle orbitals, coupled either to normal or ferromagnetic leads, when the tunneling rates $\Gamma$ are much smaller than charging energy ($\Gamma \ll U$), and gate-voltage is far from charge degeneracy points. Using this second order result we determined energy shifts for carbon nanotube quantum dot, where fourfold “shell” structure (Section 3.3) of the single particle spectrum was assumed. It was shown that tunneling renormalization introduces gate-dependent $KK'$-mixing of carbon nanotube orbitals, and this in turn renormalizes $g$-factors for some cotunneling lines in a gate dependent way. From the energy shifts the cotunneling spectrum was obtained and we found that for asymmetric tunneling couplings to the right and left leads bias asymmetry appears, which is a second order effect in the small parameter $\Gamma/U$. By measuring the cotunneling threshold asymmetry (if the coupling to the left and to the right lead is different) between positive and negative bias and its dependence on the magnetic field angle with respect to the tube axis, it would be possible to indicate that the gate dependence of cotunneling lines appear due to tunneling renormalization and not some other effects, like the change of the local electrostatic potential. It was also found that the tunneling renormalization can be reduced by changing the relative phases between the left and right couplings to the leads. For coupling to ferromagnetic leads we showed that the exchange field can completely lift all degeneracies in a fourfold spectrum, however, at particular gate voltages the crossings of cotunneling lines may appear. Then the compensation of this exchange field by external magnetic field was examined. The most important finding was that if both spin-orbit coupling and $KK'$-mixing are present the exchange field can never be compensated by a perpendicular magnetic field for leads in collinear configuration, and if couplings to the left and right lead are different then it is also the case for leads in anticollinear configuration.
Part II

Sub-gap states in superconductors due to spinful quantum dots
Chapter 6

Superconductor/quantum dot/superconductor junctions

Quantum dots coupled to superconducting leads are examined in this part of the thesis. Such a setup presents an interesting research area, where the interplay between superconductivity and the Coulomb blockade physics can be examined. The state of the leads made out of conventional superconductors is described by the condensation of the so-called Cooper pairs in the ground state of the system [60]. This result in a broken symmetry state, which has the following non-vanishing expectation value

\[ \Delta_\alpha = |\Delta_\alpha| e^{i\phi_\alpha} \propto \sum_k \langle c_{\alpha k \uparrow}^\dagger c_{\alpha, -k \downarrow}^\dagger \rangle. \]  

(6.1)

Here \( \Delta_\alpha = |\Delta_\alpha| e^{i\phi_\alpha} \) is the superconducting order parameter, which has the modulus \( |\Delta_\alpha| \), known as the superconducting gap, and the phase \( \phi_\alpha \). Also \( c_{\alpha k \sigma}^\dagger \) denotes electron creation operator in the lead \( \alpha \) with the momentum \( k \) and the spin \( \sigma \).

More concretely, the system we are interested in is depicted in Figure 6.1a, where we have a quantum dot, which is in the Coulomb blockade regime, coupled to two superconducting leads, which have a phase difference \( \phi = \phi_L - \phi_R \) between them. There is also a third normal lead, with which bias spectroscopy of the joint superconductor/quantum dot/superconductor (SDS) system is performed. So in order for the normal lead not to affect the joint SDS system, we want the coupling to the normal lead \( \Gamma_N \ll \Gamma_{S,\alpha} \) to be much smaller than the coupling to the superconducting leads. This kind of setup is motivated by the recent experiment of Chang et al. [62, 63], and similar experiments on superconductor/quantum dot/normal metal (SDN) systems [64–67]. Now if a single orbital quantum dot is deep in the Coulomb blockade regime and has an odd number of electrons it effectively acts as a spin-1/2 impurity, which interacts with conduction electrons of the leads through exchange interaction [68, 69]. In the case when the leads are a normal metal, a magnetic impurity induces a localized Kondo resonance at the Fermi level, if the temperature is below the so-called Kondo temperature \( T_K \) [70]. When the metal is superconducting, it has a gap \( |\Delta| \) of density of states above and below the Fermi level [60] as schematically shown in Figure 6.1b, and the magnetic impurity instead gives rise to excited sub-gap states [71–78] (see Figure 6.1c).

The nature of the ground state and the excited sub-gap state depends on the ratio \( T_K/|\Delta| \). If \( T_K \ll |\Delta| \), which corresponds to a weak coupling, the excited state is a singlet \( |S\rangle \), which is formed between the spin on the quantum dot and Bogoliubov quasiparticles in the leads, and the ground state is a doublet \( |D_s\rangle, s = \uparrow, \downarrow \). The Bogoliubov quasiparticles correspond to superconductor’s single particle excitations, which are a superposition of a particle and a hole. We also note

1As it was shown by Žitko et al. [61], that at zero temperature \( T = 0 \) the coupling to the normal lead is non-perturbative and it always induces Kondo screening. Nevertheless, we will neglect this effect by assuming that the temperature is larger than the corresponding Kondo temperature due to this normal lead.
that the presented picture of the singlet is valid when the charging energy is larger than the superconducting gap \( U \gg |\Delta| \), because in the other limit \( U \ll |\Delta| \) the singlet is the mixture of zero \( |0\rangle \) and two \( |2\rangle \) charge states on the quantum dot [79] as shown in Figure 6.2. For \( T_K \ll |\Delta| \) the spin is screened resulting in a singlet ground state \( |S\rangle \) and excited doublet \( |D_\alpha\rangle \). So the increasing ratio \( T_K/|\Delta| \) induces a change from a doublet to a singlet ground state, as the sub-gap state crosses zero energy [80–83]. This behavior appears to be confirmed by superconducting scanning tunneling microscope (STM) measurements on an array of magnetic molecules [84] and sharp sub-gap states have also been observed in normal lead bias spectroscopy of a Coulomb blockaded carbon nanotube and InAs quantum dots [62, 64–67, 85]. The schematic of the possible sub-gap state and corresponding ground state dependence on a gate voltage for oddly occupied quantum dot is shown in Figure 6.3.\(^2\) Our main interest in this part of the thesis is to understand the sub-gap state dependence on the phase difference \( \phi \) between two superconductors and an external magnetic field \( B \).

6.1 The model

To describe a quantum dot in a magnetic field connected to two superconducting leads and capacitively coupled to a gate electrode, we assume that its highest partially occupied orbital is represented by a single orbital Anderson model. Then the Hamiltonian for the system is

\[
H = H_0 + H_T = H_{LR} + H_D + H_T.
\]

(6.2a)

The superconducting leads are described by the effective Bardeen-Cooper-Schrieffer (BCS) Hamiltonian [60]

\[
H_{LR} = \sum_{a k \sigma} \xi_{k a \sigma} c_{a k \sigma}^\dagger c_{a k \sigma} - \sum_{a k} \left( \Delta_a c_{a k \uparrow}^\dagger c_{a,-k \downarrow} + \Delta_a^* c_{a,-k \downarrow} c_{a k \uparrow} \right),
\]

(6.2b)

\[
\xi_{k a \sigma} = \xi_k + \sigma g_{\text{ce}} B \frac{1}{2}, \quad \xi_k = \epsilon_{a k} - \mu_a.
\]

(6.2c)

Here \( a = L, R \) stands for the left or right lead; \( \mu_a \) is the chemical potential of the leads; \( \sigma = \uparrow, \downarrow \) denotes the spin of the conduction electron and \( \sigma = +1(-1) \) for \( \uparrow(\downarrow) \); \( \mathbf{k} \) is the momentum quantum number; \( \epsilon_{a \mathbf{k}} \) is the dispersion; \( g_{\text{ce}} \) is the Landé \( g \)-factor for the conduction electrons; \( B \) denotes the applied magnetic field; and \( \Delta_a = |\Delta_a| \) is the superconducting gap, which has the amplitude \( |\Delta_a| \) and the phase \( \phi_a \). The quantum dot Hamiltonian is

\[
H_D = \sum_{\sigma = \uparrow, \downarrow} \epsilon_{d \sigma} d_{d \sigma}^\dagger d_{d \sigma} + U n_{\uparrow} n_{\downarrow}, \quad \epsilon_{d \sigma} = \epsilon_d + \sigma g_d B \frac{1}{2},
\]

(6.2d)

\(^2\)The plots in Figure 6.3 were obtained by using sub-gap state energies of Eq. (7.18) with \( g \rightarrow 3g \) replacement and Eq. (6.26c) parametrization of the coupling. In Figure 6.3a and Figure 6.3b we have set \( \Gamma/U = 0.1 \) and \( \Gamma/U = 0.2 \), respectively. We note that this reproduces only qualitative behavior of the sub-gap states and such a calculation does not correspond to a formally correct result.

\(^3\)In a transport experiment, if the SDS junction is biased it exhibits AC-Josephson effect, which manifests itself in a characteristic series of sub-gap peaks at \( V = 2\Delta/n e \), \( (n = 1, 2, \ldots) \) due to multiple Andreev reflections [86–88]. If, additionally, spin induced sub-gap states are present, the two effects overlap and experimental signatures of both sub-gap states and multiple Andreev reflections is not so clear. Transport experiments have shown markedly different sub-gap conductance [89–91], depending on the relative strength of tunnel couplings from the quantum dot to the source and drain leads, respectively, which can be understood as a competition between multiple Andreev reflections dominating in the nearly symmetric, and spin induced sub-gap states dominating in the strongly asymmetric coupling limit [92]. In this thesis I will not address such phenomena.
Figure 6.1: (a) Spinful quantum dot coupled to two superconducting leads, which have a phase difference $\phi = \phi_L - \phi_R$ between them, and a third normal lead, which acts as a spectroscopic tool for joint SDS system. (b) A schematic diagram of the local density of states (LDOS), which has the characteristic $\sim 1/\sqrt{1 - (\omega/|\Delta|)^2}$ behavior, for a superconductor when it is not coupled to a quantum dot. (c) In the presence of a spinful quantum dot the sub-gap states with energy $\pm \omega_p$ appear, which take the spectral weight from the superconducting gap edge and LDOS behavior is modified to $\sim |\omega|/\sqrt{\omega^2 - |\Delta|^2}/[\omega^2 - \omega_p^2]$ [93]. Here $\omega$ denotes the energy at which the system is probed and $|\Delta|$ denotes the superconducting gap.

where $\varepsilon$ is the position of the level, $g_i$ is the Landé $g$-factor, and $U$ is the charging energy of the quantum dot. The coupling between the leads and the quantum dot is given as

$$H_T = \sum_{\alpha k \sigma} \left( t_{\alpha} c_{\alpha k \sigma}^\dagger d_{\sigma} + t_{\alpha}^* d_{\sigma}^\dagger c_{\alpha k \sigma} \right) ,$$

(6.2e)

where $t_{\alpha}$ is the tunneling amplitude to the lead $\alpha$. We note that it is possible to get rid of the phase in tunneling amplitudes $t_{\alpha} = |t_{\alpha}| e^{i\phi_{\alpha}}$ by making the following gauge transformation for conduction electron operators $c_{\alpha k} = e^{i\phi_{\alpha}}$. Then the above phase $\phi_{\alpha}$ goes to the order parameter phase

$$H_{\text{Pairing}} = -\sum_{\alpha k} \left( |\Delta_{\uparrow}| e^{i\phi_{\alpha}} c_{\alpha k \uparrow}^\dagger c_{\alpha,-k \downarrow}^\dagger + |\Delta_{\downarrow}| e^{-i\phi_{\alpha}} c_{\alpha,-k \uparrow}^\dagger c_{\alpha k \downarrow} \right),$$

(6.3)

So we use the tunneling Hamiltonian which has real tunneling amplitudes $t_{\alpha}$, and redefine the order parameter $\Delta_{\alpha}$ phase as $\phi_{\alpha} - 2\phi_{\alpha} \rightarrow \phi_{\alpha}$.

We will express the Hamiltonians (6.2b) and (6.2e) in terms of Bogoliubov quasiparticle operators $\gamma_{\alpha k \sigma}$. The conduction electron operators are expressed as

$$c_{\alpha k \sigma} = u_{\alpha k} \gamma_{\alpha k \sigma} + \sigma v_{\alpha k} e^{i\phi_{\alpha}} \gamma_{\alpha,-k \sigma}^\dagger ,$$

(6.4a)
Figure 6.2: A simplified empirical distinction between two different singlets. (a) In the case when charging energy $U$ is smaller than the superconducting gap $|\Delta|$ the singlet is a superposition of zero $|0\rangle$ and $|2\rangle$ charge states on the quantum dot, because the pairing energy gain is larger than the charging penalty. (b) In the other limit $U \gg |\Delta|$ a single electron on the quantum dot is preferred and the singlet is formed between Bogoliubov quasiparticles in the superconductor and the spin of the quantum dot. Of course, for intermediate values of $U \sim |\Delta|$ the sub-gap state has the character of both singlets.

Figure 6.3: The schematic of the possible sub-gap state and corresponding ground state dependence on a gate voltage for oddly occupied quantum dot. Here $x$ denotes dimensionless gate voltage and $x = 0$ corresponds to the middle of the diamond. (a) Situation when at the middle of the diamond the ground state is a doublet $|D_s\rangle$ and going away from $x = 0$ the increasing ratio $T_K/|\Delta|$ induces a change from a doublet $|D_s\rangle$ to a singlet $|S\rangle$ ground state, as the sub-gap state crosses zero energy. (b) The case when $T_{K,b} \gg T_{K,a}$ and we always have the singlet ground state.
where \( \tilde{\sigma} \) denotes the inverse spin and

\[
\begin{align*}
  u_{ak} &= \frac{1}{2} \left( 1 + \frac{\xi_k}{E_{ak}} \right), \\
  v_{ak} &= \frac{1}{2} \left( 1 - \frac{\xi_k}{E_{ak}} \right), \\
  E_{ak} &= \sqrt{\frac{\xi_k^2}{4} + |\Delta_k|^2}.
\end{align*}
\]

Then the leads and tunneling Hamiltonians (6.2b) and (6.2e) become

\[
\begin{align*}
  H_{LR} &= \sum_{ak\sigma} E_{ak\sigma} \gamma^\dagger_{ak\sigma} \gamma_{ak\sigma}, \\
  H_{LR} &= E_{ak\sigma} + \frac{\sigma g_{ak} B}{2}, \\
  H_T &= \sum_{ak\sigma} \left( t_a \left[ u_{ak} \gamma^\dagger_{ak\sigma} + \sigma v_{ak} e^{-i\phi_a} \gamma_{ak',\sigma - k} \right] d_{\sigma} + t^*_a \left[ u_{ak} \gamma_{ak\sigma} + \sigma v_{ak} e^{i\phi_a} \gamma^\dagger_{ak',\sigma - k} \right] \right).
\end{align*}
\]

### 6.2 Effective cotunneling model

We want to examine the cotunneling regime well inside a Coulomb diamond, where charge fluctuations happen only virtually. This corresponds to a quantum dot position being around \( \varepsilon_d = -U/2 \). To obtain the effective cotunneling model we will perform the Schrieffer-Wolff transformation [68, 69]. For the dot Hamiltonian \( H_D \) we have the following eigenstates

\[
|\psi_d\rangle \in \{ |0\rangle, |\uparrow\rangle, |\downarrow\rangle, |2\rangle \},
\]

with the following eigenenergies

\[
E_{\psi_d} \in \{ 0, \varepsilon_{d\uparrow}, \varepsilon_{d\downarrow}, \varepsilon_{d\uparrow} + \varepsilon_{d\downarrow} + U \} = \{ E_0, E_1, E_\uparrow, E_\downarrow \}.
\]

The purpose of the Schrieffer-Wolff transformation is to project out the states \( |0\rangle \) and \(|2\rangle\), which are assumed to be well separated in energy from the states \(|\uparrow\rangle\) and \(|\downarrow\rangle\). To do so we will use quasi-degenerate perturbation theory as in Chapter 2. For convenience we rewrite the effective Hamiltonian to second order in \( H_T \)

\[
\begin{align*}
  H_{mn}^{(0)} &= \langle m|H_0|m'\rangle, \\
  H_{mn}^{(1)} &= H_{mn}^{T} = \langle m|H_T|l\rangle, \\
  H_{mn}^{(2)} &= \frac{1}{2} \sum_{l} H_{ml}^{T} H_{lm}^{T} \left( \frac{1}{E_m - E_l} + \frac{1}{E_m - E_\uparrow} \right),
\end{align*}
\]

and for the states \(|\uparrow\rangle\) and \(|\downarrow\rangle\) we have

\[
\begin{align*}
  |m\rangle, |m'\rangle &\in \{|\lambda\rangle|\uparrow\}, |\lambda\rangle|\downarrow\rangle\}, \\
  |l\rangle &\in \{|\lambda\rangle|0\rangle, |\lambda\rangle|2\rangle\},
\end{align*}
\]

with \(|\lambda\rangle\) being arbitrary eigenfunction of the Hamiltonian \( H_{LR} \). We see that the first order term vanishes \( H_{mn}^{(1)} = 0 \), because the tunneling Hamiltonian \( H_T \) has non-vanishing matrix elements only between different charge states. The zeroth order term has the matrix elements

\[
H_{ss'}^{(0)} = \delta_{ss'}(H_{LR} + \varepsilon_{ds}), \quad s, s' \in \uparrow, \downarrow.
\]

At second order we get the following matrix elements

\[
\begin{align*}
  H_{ss'}^{(2)} &= -\sum_{aa'} \left\{ u_{aa'}(A_{aa'}^{u\dagger} + A_{aa'}^{d\dagger}) + v_{aa'} e^{-i\phi_{aa'}} (B_{aa'}^{u\dagger} + B_{aa'}^{d\dagger}) \right\} \gamma_{as} \gamma_{as'}^\dagger, \\
  &\quad + s' \left[ u_{aa'} e^{-i\phi_{aa'}} (A_{aa'}^{u\dagger} + A_{aa'}^{d\dagger}) - u_{aa'} e^{-i\phi_{aa'}} (B_{aa'}^{u\dagger} + B_{aa'}^{d\dagger}) \right] \gamma_{as} \gamma_{as'}^\dagger, \\
  &\quad + s \left[ u_{aa'} e^{i\phi_{aa'}} (A_{aa'}^{u\dagger} + A_{aa'}^{d\dagger}) - u_{aa'} e^{i\phi_{aa'}} (B_{aa'}^{u\dagger} + B_{aa'}^{d\dagger}) \right] \gamma_{as} \gamma_{as'}^\dagger, \\
  &\quad + s s' \left[ u_{aa'} e^{i\phi_{aa'}} (A_{aa'}^{u\dagger} + A_{aa'}^{d\dagger}) + u_{aa'} e^{i\phi_{aa'}} (B_{aa'}^{u\dagger} + B_{aa'}^{d\dagger}) \right] \gamma_{as} \gamma_{as'}^\dagger.
\end{align*}
\]
where we have used this notation
\[ a = \alpha, \mathbf{k}, \quad -a = \alpha, -\mathbf{k}, \]

\[ A^{aa'}_{s\pm s\sigma} = -\frac{1}{2} \times \frac{t_a t_{a'}}{E_s - E_0 \pm E_{ba}}, \tag{6.12} \]
\[ B^{aa'}_{s\pm s\sigma} = -\frac{1}{2} \times \frac{t_a t_{a'}}{E_s - E_2 \pm E_{ba}}. \]

Note that when writing down the matrix elements in (6.11) we used the assumption \( \xi_a = \xi_{-a}, \)

\( E_{a\sigma} = E_{-a\sigma}, \)

\( u_a = u_{-a}, \quad v_a = v_{-a}. \)

To see the structure of the Hamiltonian (6.11) we neglect the dependence of the quasiparticle energy \( E_{ba} \) in coefficients (6.12), i.e., \( E_{ba} \to |\Delta| + \sigma g_{ce} B/2 \) and set \( \epsilon_{ds} = (x - 1) U/2 + s g_s B/2, \) where \( x \) denotes the dimensionless level position around the particle-hole symmetric point \( \epsilon_d = -U/2: \)

\[ x = 1 + \frac{2 \epsilon_d}{U}. \tag{6.13} \]

Then after expanding the coefficients (6.12) in \( B/U \) and \( |\Delta|/U \) to lowest order we obtain

\[ A^{aa'}_{s\pm s\sigma} \approx \frac{t_a t_{a'}}{U} \left[ \frac{1}{1 - x} + \frac{(s g_s \pm \sigma g_{ce}) B \pm 2 |\Delta|}{U (1 - x)^2} \right], \tag{6.14} \]
\[ B^{aa'}_{s\pm s\sigma} \approx \frac{t_a t_{a'}}{U} \left[ \frac{1}{1 + x} + \frac{(s g_s \pm \sigma g_{ce}) B \pm 2 |\Delta|}{U (1 + x)^2} \right]. \]

We want to write Hamiltonians (6.10) and (6.11) in terms of spin operators \( S^i, \) which satisfy the commutation relation \( [S^i, S^j] = i \epsilon_{ijk} S^k, \) with \( \epsilon_{ijk} \) being the Levi-Civita symbol. The quantum dot creation and annihilation operators can be expressed as

\[ d^\dagger_i d_i = \frac{1}{2} + S^z, \]
\[ d^\dagger_i d_i = \frac{1}{2} - S^z, \tag{6.15} \]
\[ d^\dagger_i d_i = S^x + i S^y = S^+, \]
\[ d^\dagger_i d_i = S^x - i S^y = S^-.

Then the effective Hamiltonian (6.10), (6.11) to second order becomes

\[ H^{(0)} = H_{LR} + H_{L,B}, \tag{6.16a} \]
\[ H^{(2)} \approx H_f + H_W \]
\[ + H_{f,\Delta} + H_{W,\Delta} + H_{J,B} + H_{W,\dot{B}} + H_{(2)}_{l_B}. \tag{6.16b} \]

where

\[ H_{l_B} = g_s B S^z, \tag{6.17a} \]

\[ H_f = \sum_{a' a} J_{a'a} \left\{ S^z \left[ K_{a' a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right] \right\} + S^+ \left[ K_{a' a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right] \right\} + S^- \left[ K_{a' a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right] \right\}, \tag{6.17b} \]

\[ H_W = \sum_{a' a} W_{a'a} \left\{ M_{a'a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right\} \right\} + S^+ \left[ M_{a' a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right] \right\} + S^- \left[ M_{a' a} (\gamma^+_a \gamma^-_{a'} \gamma^-_{a'} \gamma^-_{a')}) + (L_{a'} - L_{aa'}) \gamma^+_a \gamma^+_a \gamma^+_a \gamma^+_a \right] \right\}, \tag{6.17c} \]
where $\tilde{H}$ presents gate-dependent renormalization of the magnetic field

$$H_{(2)} = \sum_{\alpha'\alpha} \left\{ \sum_{a} \left[ u_{\alpha a} A_{\alpha' a}^{\alpha a} + v_{\alpha a} B_{\alpha' a}^{\alpha a} \right] \right\} \left( 1 + 2S^z \right)$$

$$\cong -S^z \sum_{a} 8v_F |t_a|^2 \frac{1}{1 - x^2} \tilde{B} + \text{const.}$$

Here we have kept the $K$ dependence of the coefficients (6.12) and have evaluated the $k$-sums using the following assumptions and simplifications: symmetric conduction band $\xi \in [-D,D]$; $|\epsilon_d \pm \tilde{B}| > |\Delta|$; $|U + \epsilon_d \pm \tilde{B}| > |\Delta|$; the result was expanded to lowest order in $\tilde{B}/U$ and $|\Delta|/U$. When considering the effective cotunneling model this gate-dependent renormalization of the magnetic field (6.22) will not be taken into account.

In the calculations we will keep only the terms of Eq. (6.17), i.e.,

$$H \approx H_{LR} + H_{\text{eB}} + H_J + H_W$$

because the additional terms, when superconductivity in the leads [69] and magnetic field are present, are smaller by $\Delta/U$ or $B/U$. The Hamiltonian $H_J$ (6.17b) describes the interaction between the spin on the quantum dot and conduction electrons, and if expressed in terms of operators $c^\dagger_{a\sigma}$

takes the usual Kondo Hamiltonian form

$$H_J = \sum_{i=x,y,z} \sum_{a'k's'aks} I_{a'a}\sigma \sum_{A,B,C} S_i^x c^\dagger_{a'k's'} T_i^x c_{aks'}$$
where $\tau^i$ are the Pauli matrices. Similarly, the term $H_W$ (6.17c) is rewritten as

$$H_W = \sum_{a',a,k,s} W_{a'c'^a_ks} c_{a'ks'}$$

(6.25)

and corresponds to the potential scattering for the conduction electrons. Lastly, $H_{l,R}$ (6.17a) simply gives the Zeeman splitting of the quantum dot spin.

When the effective Hamiltonian (6.23) is derived from the Anderson type model (6.2a), then the exchange coupling $J_{aa'}$ and the potential scattering term $W_{aa'}$ have the following matrix structure in the left/right lead space

$$J_{aa'} = J \begin{pmatrix} \cos \theta & \cos \theta \sin \theta \\ \sin \theta & \sin \theta \end{pmatrix}, \quad W_{aa'} = W \begin{pmatrix} \cos \theta & \cos \theta \sin \theta \\ \sin \theta & \sin \theta \end{pmatrix}, \quad (6.26a)$$

where

$$\cos \theta = \frac{t_L}{\sqrt{t_L^2 + t_R^2}}, \quad \sin \theta = \frac{t_R}{\sqrt{t_L^2 + t_R^2}}$$

(6.26b)

$$J = \frac{4}{1 - x^2} \frac{t_L^2 + t_R^2}{U}, \quad W = \frac{2x}{1 - x^2} \frac{t_L^2 + t_R^2}{U}.$$ (6.26c)

We note that the exchange coupling $J > 0$ is always anti-ferromagnetic inside the oddly occupied diamond $x \in [-1..1]$, and also $J > |W|$. 


Chapter 7

Sub-gap states

7.1 Review of an experiment

Before we start discussing the theoretical description of the sub-gap states, we review an experiment by Chang et al. [62], to see how they are observed in practice. The scanning electron microscope image of the device is shown in Figure 7.1, where ~ 100 nm diameter InAs nanowire (green) is contacted to two ends of the superconducting loop (gray) made out of aluminium (Al). Everything is deposited on the Si substrate, which has an applied gate voltage $V_{BG}$. The superconducting loop has an area of $A \sim 25 \mu m^2$ and the magnetic field $B$ is threaded through it. The magnetic field controls the phase difference $\phi \sim BA/\Phi_0$ (here $\Phi_0$ is the flux quantum) between two ends of the loop, introduces the Zeeman splitting of the spin in the quantum dot, and closes the superconducting gap. The quantum dot forms in the Al-InAs-Al junction, which is of the length 0.5 $\mu m$. To perform the bias spectroscopy of the system a normal metal lead (yellow), which is made out of gold (Au) and has an applied bias $V_T$, is contacted to the nanowire in the middle of the junction.

The resulting differential conductance $dI/dV_T$ dependence on the gate voltage $V_{BG}$ and on the phase difference $\phi$ for the odd occupations of the quantum dot is depicted in Figure 7.2, in order of increasing charging energy $U$. The vertical red line represents the particle-hole symmetric point. The superconducting gap is observed at $V_T \sim 0.2$ mV. The sub-gap states (which actually become broadened resonances, when the normal lead is contacted) can be seen through enhanced values of $dI/dV_T$. We see that for smaller charging energy (see Figure 7.2a) the sub-gap states do not cross the zero bias and has “anti-crossing” like behavior as a function of the gate voltage $V_{BG}$. Also as a function of phase for $V_T < 0$ it has a minimum at $\phi = 0$ and a maximum at $\phi = \pi$. For large charging energy (see Figure 7.2c) the sub-gap states cross the zero bias and has an “eye” like behavior as a

Figure 7.1: (a) Scanning electron microscope image of the device. (b) Zoom of the region where the normal lead (Au) is contacted to the SDS junction.
Figure 7.2: (a)-(c) Experimentally observed sub-gap state dependence on the gate voltage $V_{BG}$. The diamond in (a) has the smallest charging energy $U$ and (c) has the largest one. The corresponding to (a)-(c) sub-gap state phase dependence is shown in (d)-(f) away from the particle-hole symmetric point (gate voltage at the blue vertical line), and (g)-(i) at the particle-hole symmetric point (gate voltage at the red vertical line).

Figure 7.3: Magnetic field dependence of the sub-gap states in Figure 7.2c at the particle-hole symmetric point.
function of $V_{BG}$. If the gate voltage is in the region between the crossings the sub-gap states acquire reversed phase dependence, i.e., it has a minimum at $\phi = \pi$ and a maximum at $\phi = 0$ for $V_T < 0$. Additionally, when the sub-gap states are close to the zero bias and are outside the “eye” they can cross the zero bias as a function of phase $\phi$.

Theoretically we will be able to address magnetic field dependence for the situation corresponding to Figure 7.1c at the particle-hole symmetric point. Such dependence is shown in Figure 7.3. We see that the gap closes as a function of $B$ and the sub-gap state follows the gap without crossing it. Also for higher magnetic fields (10 to 20 mT, small gap) a zero bias peak appears, which could be attributed to the Kondo peak due to normal lead [61]. For even higher magnetic fields (from 20 mT), the superconductivity is destroyed in the aluminium electrodes and also the resulting Kondo peak is being Zeeman split. In our calculations we will not address effects concerning the Kondo effect due to the normal lead, and we will not include the magnetic field dependence of the superconducting gap.

### 7.2 Classical spin

![Figure 7.4](image)

Figure 7.4: (a) Sub-gap state energy dependence on the coupling. The blue curve denotes spin $\uparrow$ state and the red curve denotes spin $\downarrow$. When the exchange coupling is anti-ferromagnetic $g > 0$ and small $g < \sqrt{1 + w^2}$ then the ground-state contains quasiparticle with spin $\uparrow$ and for larger couplings $g > \sqrt{1 + w^2}$ it switches to spin $\downarrow$. (b) The corresponding sub-gap excitation spectrum. The potential scattering value is $w = 0.5$.

We start by discussing the case of a classical spin, which corresponds to simplifying the exchange Hamiltonian (6.24) to a spin-dependent potential scattering term for conduction electrons:

$$H_{Jcl}^\gamma = \sum_{a'k',ak} J_{a'\gamma} S \left( c_{a'k'\uparrow} c_{ak\uparrow} - c_{a'k'\downarrow} c_{ak\downarrow} \right). \tag{7.1}$$

In this case the problem can be diagonalized exactly by using the Bogoliubov-de Gennes transformation

$$\gamma_{\alpha\sigma} = \sum_{\beta q} \left( A_{\alpha\sigma,\beta q} c_{\beta q} + \sigma B_{\alpha\sigma,\beta q} c_{\beta q}^\dagger \right). \tag{7.2}$$

Here we denoted the lead index by the label $\beta$ and the momentum by the label $q$. The equations for the expansion coefficients $A_{\alpha\sigma,\beta q}$ and $B_{\alpha\sigma,\beta q}$ are generated by requiring the following commutator

$$[H, \gamma_{\alpha\sigma}] = -E_{\alpha\sigma} \gamma_{\alpha\sigma}, \tag{7.3}$$
where $E_{n\alpha}$ is the quasiparticle energy with included $H^d_j$ and $H_W$ terms. The equations for coefficients $A$ and $B$ are generated by taking the commutators

$$[H, c_{\alpha b}] = -\epsilon_{\alpha b} c_{\alpha b} + \sigma \Delta_{\alpha b} c^+_{\alpha b} - \sum_a (W_{ba} + \sigma J_{ba} S) c_{\alpha a}, \quad \epsilon_{\alpha b} = \epsilon_b + \sigma B,$$

$$[H, c^+_{\alpha b}] = \epsilon_{\alpha b} c^+_{\alpha b} - \sigma \Delta^*_{\alpha b} c_{\alpha b} + \sum_a (W_{ab} + \sigma J_{ab} S) c^+_{\alpha a},$$

which after using transformation (7.2) and commutator (7.3) give

$$[H, \gamma_{n\alpha}] = -E_{n\alpha} \sum_b (A_{\alpha b} c_{\beta a} + \sigma B_{\alpha b} c^+_{\beta a})$$

$$= \sum_b \left[ (-\epsilon_{\alpha b} c_{\alpha b} + \sigma \Delta_{\alpha b} c^+_{\alpha b}) A_{\alpha \beta b} - c_{\alpha b} \sum_a A_{\alpha \alpha a} (W_{ab} + \sigma J_{ab} S) \right]$$

$$+ \sum_b \left[ (-\epsilon_{\alpha b} c^+_{\alpha b} - \sigma \Delta^*_{\alpha b} c_{\alpha b}) \sigma B_{\alpha \beta b} + c^+_{\alpha b} \sum_a (W_{-b-a} - \sigma J_{-b-a} S) \sigma B_{\alpha \alpha a} \right].$$

Here we used the shorthand notation $b \equiv \beta, \mathbf{q}, -b \equiv \beta, -\mathbf{q}$. After equating the coefficients in front of different operators $c_{\beta \alpha b}$ or $c^+_{\beta \alpha b}$ we get

$$c_{\alpha b} : \quad E_{n\alpha} A_{\alpha \beta b} = \epsilon_{\alpha b} A_{\alpha \beta b} - \Delta^*_{\alpha b} B_{\alpha \beta b} + \sum_a A_{\alpha \alpha a} (W_{ab} + \sigma J_{ab} S),$$

$$c^+_{\alpha b} : \quad E_{n\alpha} B_{\alpha \beta b} = -\epsilon_{\alpha b} B_{\alpha \beta b} - \Delta_{\alpha b} A_{\alpha \beta b} - \sum_a (W_{-b-a} + \sigma J_{-b-a} S) B_{\alpha \alpha a}.$$

We see that we get two independent sets of equations, i.e., one set for coefficients $A_\uparrow, B_\uparrow$ and one set for coefficients $A_\downarrow, B_\downarrow$:

$$\begin{pmatrix} E_{n\alpha} - \epsilon_{\alpha b} & \Delta^*_{\alpha b} \\ \Delta_{\alpha b} & E_{n\alpha} + \epsilon_{\alpha b} \end{pmatrix} \begin{pmatrix} A_{\beta b,n} \\ B_{\beta b,n} \end{pmatrix} = \begin{pmatrix} \sum_a (W_{ab} + \sigma J_{ab} S) A_{\alpha \alpha a} \\ -\sum_a (W_{-b-a} - \sigma J_{-b-a} S) B_{\alpha \alpha a} \end{pmatrix},$$

Solving the above equations for $A$ and $B$ we obtain the following integral equations

$$A_{n\alpha,\beta \mathbf{q}} = \frac{(E_{n\alpha} + \xi - \mathbf{q} \cdot \mathbf{\sigma}) \sum_a (W_{\alpha \beta} + \sigma J_{\alpha \beta} S) A_{n\alpha,\alpha a} + \Delta^*_{\alpha a} \sum_a (W_{\alpha \beta} - \sigma J_{\alpha \beta} S) B_{n\alpha,\alpha a}}{\xi \mathbf{q} \cdot \mathbf{\sigma} + |\mathbf{\Delta}|^2 + (\xi \mathbf{q} \cdot \mathbf{\sigma}) E_{n\alpha} - E_{n\alpha}^2},$$

$$B_{n\alpha,\beta \mathbf{q}} = \frac{(E_{n\alpha} - \xi - \mathbf{q} \cdot \mathbf{\sigma}) \sum_a (W_{\alpha \beta} - \sigma J_{\alpha \beta} S) B_{n\alpha,\alpha a} + \Delta_{\alpha a} \sum_a (W_{\alpha \beta} + \sigma J_{\alpha \beta} S) A_{n\alpha,\alpha a}}{\xi \mathbf{q} \cdot \mathbf{\sigma} + |\mathbf{\Delta}|^2 + (\xi \mathbf{q} \cdot \mathbf{\sigma}) E_{n\alpha} - E_{n\alpha}^2}.$$

By integrating the above Eqs. (7.8) over $\mathbf{q}$ we get

$$\begin{pmatrix} 1 + f_{\alpha \beta} \epsilon^+_{\alpha \beta} \Omega_{n\alpha} \\ 1 - f_{\alpha \beta} \epsilon_{\alpha \beta} \Omega_{n\alpha} \end{pmatrix} \begin{pmatrix} f_{\alpha \beta} \epsilon_{\alpha \beta} \epsilon^+_{\alpha \beta} \Omega_{n\alpha} \\ f_{\alpha \beta} \epsilon_{\alpha \beta} \epsilon^+_{\alpha \beta} \Omega_{n\alpha} \end{pmatrix} = 0.$$
\[
\omega_a a' = \pi \nu F W_{aa'} \quad g_{aa'} = \pi \nu F \bar{F}_{aa'} S, \quad \bar{F}_{aa'} = w_{aa'} \pm \sigma g_{aa'}
\]  
(7.11)

\[
A_{\sigma, \beta} = \sum_q A_{\sigma, \beta q}, \quad B_{\sigma, \beta} = \sum_q B_{\sigma, \beta q}
\]  
(7.12)

\[
f_\sigma = \frac{1}{\pi} \int_{-D}^{D} \frac{d\xi}{\sqrt{\xi^2 + |\Delta|^2 - \Omega_{n\sigma}^2}} = \frac{2}{\pi} \arctan \left( \frac{D}{\sqrt{|\Delta|^2 - \Omega_{n\sigma}^2}} \right)
\]  
(7.13)

By taking the determinant of the matrix in (7.9) we obtain the secular equation, that can be solved to yield sub-gap states, i.e., solutions \(|\Omega_{n\sigma}| < |\Delta|\). When the couplings have the structure described by Eq. (6.26), the resulting secular equation is

\[
1 + 2 g \sigma f_\sigma \Omega_{n\sigma} + u \left( 1 - f_\sigma^2 \sin^2(2\theta) \sin^2 \frac{\phi}{2} \right) = 0,
\]  
(7.14)

which can be solved analytically to give the following sub-gap states

\[
\Omega_{\pm, \sigma} = \sigma c_\pm |\Delta| \sqrt{ \frac{(1 + u)(1 + \chi u) + 2g^2 \pm 2g \sqrt{g^2 + u(1 - \chi)(1 + \chi u)}\}}{(1 + u)^2 + 4g^2},
\]  
(7.15)

where

\[
\chi = 1 - \sin^2(2\theta) \sin^2 \frac{\phi}{2},
\]  
(7.16a)

\[
c_+ = \text{sgn}(u), \quad c_- = -\text{sgn}(1 + \chi u),
\]  
(7.16b)

and \(g > 0\) was assumed. For \(g < 0\) the above result holds with interchanged spins. From Eqs. (7.21) and (7.15) we see that there can be up to four sub-gap solutions.

In the rest of this section we will examine the sub-gap excitation spectrum dependence on the coupling strengths and phase difference for \(B = 0\) case (\(\Omega_{n\sigma} = \bar{E}_{n\sigma}\)). We define the excitation spectrum \(\omega_p\) of the system as the energy differences between the ground-state \(|\bar{GS}\rangle\), which has all quasiparticle states filled with negative energy \(E_{n\sigma} < 0\), and the excited state \(|\bar{ES}\rangle\), which has an additional quasiparticle at positive energy \(E_{n\sigma} > 0\):

\[
\omega_p = E_{\bar{GS}} - E_{\bar{GS}}, \quad |\bar{ES}\rangle = \gamma_{n\sigma}^\dagger |\bar{GS}\rangle, \quad E_{n\sigma} > 0.
\]  
(7.17)

Of course there are also sub-gap excitations corresponding to removed quasiparticles from the ground state \(|\bar{ES}\rangle = \gamma_{n\sigma} |\bar{GS}\rangle\), however, we will specify the excitation spectrum only for added quasiparticles. When there is no phase difference \(\phi = 0\) from Eq. (7.15) we obtain the following energies for two sub-gap states when considering anti-ferromagnetic coupling:

\[
E_{\text{YSR}, \sigma} = -\sigma |\Delta| \frac{1 + w^2 - g^2}{\sqrt{(1 + w^2 - g^2)^2 + 4g^2}}, \quad g > 0.
\]  
(7.18)

This is the result obtained by Yu-Shiba-Rusinov [71–73]. The energy dependence of the two states on the coupling is shown in Figure 7.4a and the corresponding excitation spectrum is shown in
Figure 7.5: (a) When there is no exchange coupling \( g = 0 \), the sub-gap excitation is spin degenerate Andreev bound state. If potential scattering is increased the excitation approaches zero energy at \( \phi = \pi \) \((w \to +\infty \text{ corresponds to transmission } \tau = 1)\). (b) The presence of exchange coupling \( g < |w| \) splits the Andreev bound state. In the plot anti-ferromagnetic \( g > 0 \) coupling is considered and \( w = 2.0 \).

Figure 7.4b. For values \( g < \sqrt{1 + w^2} \) of the exchange coupling the sub-gap excitation is an added quasiparticle with spin \( \downarrow \) and for \( g > \sqrt{1 + w^2} \) the excited quasiparticle changes to spin \( \uparrow \).

In the case when there is no exchange coupling \( g = 0 \) we obtain the usual expression for the Andreev bound state \([94–98]\):

\[
E_{K,\pm,\sigma} = \pm \sigma |\Delta| \sqrt{1 - \tau \sin^2 \frac{\phi}{2}}, \quad \tau = \frac{w^2 \sin^2(2\theta)}{1 + w^2},
\]

where \( \tau \) is the normal state transmission of the junction. The dependence of the Andreev bound state on phase difference is shown in Figure 7.5a. We see that the sub-gap states are spin-degenerate, and if a small exchange coupling \( g \ll |w| \) is introduced they are split by

\[
E_{K,\pm,\sigma} \approx E_{K,\pm,\sigma} + \sigma |\Delta| \frac{g|w|}{1 + w^2} \sqrt{1 - \chi},
\]

which is shown in Figure 7.5b. When \( g > |w| \) the phase dependence difference of the excitation spectrum from Eq. (7.15) is shown in Figure 7.6. We see that for finite phase difference two added quasiparticle sub-gap excitations are present. The crossing of two excited states at \( \phi = \pi \) is lifted by potential scattering \( w \) or coupling asymmetry.

For arbitrary couplings \( g_{LL} \) and \( w_{LR} \) it is not possible to write down a simple closed form solution, so we find sub-gap states perturbatively in the couplings:

\[
\Omega_{\pm,\sigma} \approx \sigma c_\pm |\Delta|(1 - \eta_{cl,\sigma,\pm}^2),
\]

where \( c_\pm = -\text{sgn}(\eta_{cl,\sigma,\pm}) \) with

\[
\eta_{cl,\sigma,\pm} = \frac{1}{\sqrt{2}} [g_{LL} + g_{RR} \pm g_{cl,d}],
\]

\[
g_{cl,d} = \left( (g_{LL} - g_{RR})^2 + 4|g_{LR}|^2 \cos^2 \frac{\phi}{2} + 4|w_{LR}|^2 \sin^2 \frac{\phi}{2} \right)^{\frac{1}{2}}
- 4\sigma |g_{LR}|w_{LR}|\sin(\phi_g - \phi_w)| \sin \phi \right)^{\frac{1}{2}}.
\]
Quantum Transport

Potential scattering $w = 0.5$ included
Coupling asymmetry included $\theta = \pi/3$
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Figure 7.6: The excitation spectrum dependence on the phase difference for $B = 0$ and $g > |w|$. The dashed lines represent excitation spectrum when potential scattering $w = 0.5$ is included and the dotted lines show the situation when coupling asymmetry $\theta = \pi/3$ is present.

and $g_{LR} = g_{RL}^* = |g_{LR}|e^{i\phi_2}$, $w_{LR} = w_{RL}^* = |w_{LR}|e^{i\phi_2}$. From Eq. (7.22) we see that there are four sub-gap states (two added quasiparticle excitations) if the couplings have arbitrary form even at phase difference $\phi = 0$. This corresponds to two channels, which contribute to the sub-gap state formation, i.e., the matrix $g_{\alpha\alpha'}$ has two non-zero eigenvalues. Reverting to an Anderson model, one has $g_{LR}^2 = g_{LL}g_{RR}^*$, which implies that

$$\eta_{cl, \pm} = \sqrt{\frac{2}{2}} (g \pm \sqrt{g^2 \chi + w^2 (1 - \chi)})^2.$$ (7.23)

7.3 Quantum spin

In this section we obtain the sub-gap state energies perturbatively in the couplings for the case of the quantum spin. We start by presenting a simplified calculation for the case with no potential scattering term $H_W = 0$ (6.17c) and magnetic field $B = 0$. The exchange Hamiltonian (6.17b) for low energies gets simplified to

$$H_J \approx \frac{1}{2} \sum_{\alpha'k'k} (1 + e^{i(\phi_{\alpha'} - \phi_2)}) J_{\alpha'\alpha}$$

where the pairing-like terms $\gamma_{\alpha'k'\uparrow}^* \gamma_{\alpha k\uparrow}^*$ and $\gamma_{\alpha'k'\downarrow}^* \gamma_{\alpha k\downarrow}$ were neglected and we have set $u_k \approx v_k \approx \frac{1}{2}$, because the energy dependence of the $u_k, v_k$ factors is necessary only for higher order corrections for the sub-gap state energies. Also the following spinor $\psi_k$ and matrix $M$ were introduced

$$\psi_{\pm} = (\gamma_{\pm Lk\uparrow}, \gamma_{\pm Rk\uparrow}, \gamma_{\pm Lk\downarrow}, \gamma_{\pm Rk\downarrow})^t,$$ (7.25)

$$M = \begin{pmatrix} S_z^+ & -S_z^+ \\ S_z^- & S_z^- \end{pmatrix} \otimes \begin{pmatrix} J_{LL} & J_{LR} e^{i\phi_2} \\ J_{LR}^* e^{-i\phi_2} & J_{RR} \end{pmatrix} = M_s \otimes M_l.$$ (7.26)

We note that the matrix $M_s$ represents the spin space of conduction electrons and $M_l$ represents the lead space. The above effective Hamiltonian (7.24) corresponds to Yosida’s wavefunction ansatz [99, 100] with one included quasiparticle, which is described in Appendix D.1. First the Yosida’s method
was applied by Soda-Matsuura-Nagaoka [74] for a quantum magnetic impurity problem in the superconductor. Because the Hamiltonian (7.24) is written in the excitation basis ($\gamma_{\alpha k\sigma}|0\rangle=0$, with $|0\rangle$ being the BCS vacuum state) it can be diagonalized exactly. After diagonalizing the lead space matrix $M_l$ we obtain two decoupled channels $\delta = 1, 2$

$$\gamma_{1k\sigma} = a\gamma_{Lk\sigma} + be^{i\phi_d}\gamma_{Rk\sigma},$$
$$\gamma_{2k\sigma} = a\gamma_{Rk\sigma} - be^{-i\phi_d}\gamma_{Lk\sigma},$$

(7.27a)

where $\phi_d = \phi/2 + \phi_{g}, J_{LR} = |J_{LR}|e^{i\phi_g}$, and

$$a = \sqrt{\frac{1}{2}} \left(1 + \frac{|J_{LL} - J_{RR}|}{J_d}\right),$$
$$b = \sqrt{\frac{1}{2}} \left(1 - \frac{|J_{LL} - J_{RR}|}{J_d}\right).$$

(7.27b)

The corresponding eigenvalues for two channels are

$$J_{1/2} = \frac{1}{2}(J_{LL} + J_{RR} \pm J_d),$$
$$J_d = \sqrt{(J_{LL} - J_{RR})^2 + 4|J_{LR}|^2 \cos^2 \frac{\phi}{2}}.$$ 

(7.27c)

The eigenstates of the spin matrix

$$M_s = \begin{pmatrix}
|\uparrow_\delta k, \uparrow\rangle & |\uparrow_\delta k, \downarrow\rangle & |\downarrow_\delta k, \uparrow\rangle & |\downarrow_\delta k, \downarrow\rangle \\
\frac{1}{2} & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 1 & 0 \\
0 & 1 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & \frac{1}{2}
\end{pmatrix},$$

(7.28)

are the singlet

$$|S_{\delta k}\rangle = \frac{1}{\sqrt{2}}(|\uparrow_\delta k, \downarrow\rangle - |\downarrow_\delta k, \uparrow\rangle), \quad \lambda_S = -\frac{3}{2},$$

(7.29a)

and triplet like solutions

$$|T^0_{\delta k}\rangle = \frac{1}{\sqrt{2}}(|\uparrow_\delta k, \downarrow\rangle + |\downarrow_\delta k, \uparrow\rangle),$$
$$|T^+_{\delta k}\rangle = |\uparrow_\delta k, \uparrow\rangle, \quad |T^-_{\delta k}\rangle = |\downarrow_\delta k, \downarrow\rangle, \quad \lambda_T = \frac{1}{2},$$

(7.29b)

Here $\lambda_{S/T}$ denotes corresponding eigenvalue and

$$|\sigma_{\delta k}\rangle = \gamma^\dagger_{\delta k\sigma}|0\rangle|s\rangle, \text{ with } S_z|s\rangle = s/2|s\rangle.$$ 

(7.30)

Using the above basis $|S_{\delta k}\rangle$ and $|T^j_{\delta k}\rangle$ (7.29) we obtain

$$H_{LR} + H_J = \sum_{\delta k} E_k \left(|S_{\delta k}\rangle \langle S_{\delta k}| + \sum_j |T^j_{\delta k}\rangle \langle T^j_{\delta k}|\right)$$

$$- \frac{3}{2} \sum_{\delta k'k} J_{\delta k'} |S_{\delta k}\rangle \langle S_{\delta k'}| + \frac{1}{2} \sum_{j\delta k'k} J_{\delta k'} |T^j_{\delta k}\rangle \langle T^j_{\delta k'}|,$$

(7.31)
To get the sub-gap state from the above Hamiltonian (7.31) we make the linear superposition
\[ |S_δ⟩ = \sum_q A_{δq}|S_q⟩, \]  
(7.32)
and solve the stationary Schrödinger equation
\[ (H_{LR} + H_f - E_S)|S_δ⟩ = 0. \]  
(7.33)
For the triplet components
\[ |T^j_δ⟩ = \sum_q A^j_{δq}|T^j_q⟩, \quad j = 0, ±, \]  
(7.34)
the procedure is completely analogous. After projecting Eq. (7.33) to \( ⟨S_δκ| \) (or \( ⟨T^j_δ| \)) we obtain
\[ A^j_{δκ} = \frac{3J_δ}{2} \frac{\sum_q A^j_{δq}}{E_κ - E_S} \rightarrow 1 = 3g_δI_{E_κ}, \]  
(7.35a)
\[ A^{'j}_{δκ} = -\frac{J_δ}{2} \frac{\sum_q A^{'j}_{δq}}{E_κ - E_S} \rightarrow 1 = -g_δI_{E_κ}, \]  
(7.35b)
where after the arrow we have integrated over \( κ \) and defined \( g_δ = \pi ν_F J_δ/2 \). The necessary integral \( I_E \) in (7.35) for sub-gap states \( |E| < |Δ| \) and large bandwidth \( D \gg |Δ| \) becomes
\[ I_E = \frac{1}{πν_F} \sum_κ \frac{1}{E_κ - E} \approx \frac{2}{π} \ln \left| \frac{2D}{|Δ|} \right| + \frac{2E_κ \left( \frac{1}{2} + \frac{1}{π} \arcsin \frac{E}{Δ} \right)}{\sqrt{|Δ|^2 - E^2}}. \]  
(7.36)
Similar integrals are performed more explicitly in Appendix D.1. By parameterizing the energy as
\[ E ≈ |Δ|(1 − \eta^2), \]  
(7.37)
we expand the integral (7.36) to lowest order in \( \eta \)
\[ I_E ≈ \frac{\sqrt{2}}{|\eta|}, \]  
(7.38)
and obtain a perturbative solution to lowest order in \( g_δ \)
\[ |\eta S_δ| ≈ 3\sqrt{2}g_δ, \quad \text{for singlet}, \]  
\[ |\eta T^j_δ| ≈ -\sqrt{2}g_δ, \quad \text{for triplet}. \]  
(7.39)
We see that there exists a singlet like solution if the effective channel exchange coupling is anti-ferromagnetic \( g_δ > 0 \) and the triplet like solution if the coupling is ferromagnetic \( g_δ < 0 \). For the triplet the above result (7.39) matches the excitation energy obtained from perturbative classical spin expression (7.21) when \( S = \frac{1}{2} \), and for the singlet it matches (7.21) if in the classical expression the coupling is replaced by \( g_{aa'} \rightarrow 3g_{aa'} \). If the potential scattering term \( H_W \) (6.17c) is included the previous statement is not affected (see Appendix D.1), however, such a term mixes the \( δ = 1, 2 \) channels.
In the presence of a magnetic field the Zeeman term is expressed in the singlet/triplet basis as
\[ H_B = -\frac{\tilde{B}}{2} \sum_{\delta k} (|S_{\delta k}\rangle \langle T^0_{\delta k}| + |T^0_{\delta k}\rangle \langle S_{\delta k}|) \]
\[ + \frac{\tilde{B}}{2} \sum_{\delta k} (|T^+_{\delta k}\rangle \langle T^+_{\delta k}| - |T^-_{\delta k}\rangle \langle T^-_{\delta k}|), \]
\[ + \frac{g_i B}{2} (|D_\uparrow\rangle \langle D_\downarrow| - |D_\downarrow\rangle \langle D_\uparrow|), \]
(7.40)
where
\[ \tilde{B} = \frac{B}{2} (g_i - g_{ce}), \quad \tilde{B} = \frac{B}{2} (g_i + g_{ce}). \]
(7.41)
Here the last term represents Zeeman splitting of the ground-state doublet \(|D_\downarrow\rangle = |0\rangle|s\rangle\). The sub-gap states \(|T^\pm\rangle\) are the eigenstates of \(H_B\), and for \(g_i \neq g_{ce}\) the singlet \(|S_\delta\rangle\) and the triplet \(|T^0_\delta\rangle\) get mixed, so the new eigenstate is
\[ |\psi_\delta\rangle = \sum_q (a_{\delta q}|S_{\delta q}\rangle + b_{\delta q}|T^0_{\delta q}\rangle), \]
(7.42)
which after projecting the stationary Schrödinger equation
\[ (H_{LR} + H_B + H_J - E)|\psi_\delta\rangle = 0 \]
(7.43)
to sub-space spanned by \(|S_{\delta k}\rangle\) and \(|T^0_{\delta k}\rangle\) we obtain the equations
\[ \begin{pmatrix} E_\kappa - E & -\tilde{B} \\ \tilde{B} & E_\kappa - E \end{pmatrix} \begin{pmatrix} a_k \\ b_k \end{pmatrix} = I_\delta \sum_k \begin{pmatrix} 3a_k \\ -b_k \end{pmatrix}, \]
(7.44)
which yield
\[ a_\kappa = I_\delta \frac{3(E_\kappa - E)a - \tilde{B}b}{(E_\kappa - E)^2 - \tilde{B}^2}, \]
\[ b_\kappa = I_\delta \frac{-(E_\kappa - E)b + 3\tilde{B}a}{(E_\kappa - E)^2 - \tilde{B}^2}. \]
(7.45)
Here we introduced the notation \(a = \sum_k a_k, b = \sum_k b_k\). We rewrite the coefficients in Eq. (7.45) as
\[ a_\kappa = I_\delta \frac{3}{2} \left[ \frac{1}{E_\kappa - (E + \tilde{B})} + \frac{1}{E_\kappa - (E - \tilde{B})} \right] a - \frac{3}{2} \left[ \frac{1}{E_\kappa - (E + \tilde{B})} - \frac{1}{E_\kappa - (E - \tilde{B})} \right] b, \]
\[ b_\kappa = I_\delta \frac{3}{2} \left[ -\frac{1}{E_\kappa - (E + \tilde{B})} + \frac{3}{E_\kappa - (E - \tilde{B})} \right] b + \frac{3}{2} \left( \frac{1}{E_\kappa - (E + \tilde{B})} - \frac{1}{E_\kappa - (E - \tilde{B})} \right) a, \]
(7.46)
and by integrating Eqs. (7.46) over \(\kappa\) we obtain the following secular equation
\[ \begin{vmatrix} 1 - \frac{3g_i}{2} [I_{E+\tilde{B}} + I_{E-\tilde{B}}] & \frac{g_i}{2} [I_{E+\tilde{B}} - I_{E-\tilde{B}}] \\ \frac{3g_i^2}{2} [I_{E+\tilde{B}} - I_{E-\tilde{B}}] & 1 + \frac{3g_i^2}{2} [I_{E+\tilde{B}} + I_{E-\tilde{B}}] \end{vmatrix} = 0. \]
(7.47)
We start by examining Eq. (7.47) in the small magnetic field limit, i.e., \(|\tilde{B}| \ll |g_i^2\Delta|\). We parameterize the energy as before
\[ E_l = |\Delta|(1 - \eta_l^2), \quad \eta_\kappa = \sqrt{\eta_l^2 \pm \frac{\tilde{B}}{|\Delta|}}, \]
(7.48)
and from Eq. (7.47) to lowest order in \( \eta_\pm \) we get

\[
\eta_+ \eta_- - \sqrt{2} g_\delta (\eta_+ + \eta_-) - 6 g_\delta^2 = 0,
\]

which after expanding \( \eta_\pm \) to lowest order in \( \tilde{B}/(\eta_\pm^2 |\Delta|) \) yields

\[
\eta_+^4 - 2 \sqrt{2} g_\delta \eta_+^3 - 6 g_\delta^2 \eta_+^2 - \left( \frac{\tilde{B}}{2 |\Delta|} \right)^2 = 0.
\]

Finally, from the above Eq. (7.50) we obtain the perturbative solutions

\[
|\eta_{S,I}| \approx 3 \sqrt{2} g_\delta \left( 1 + \frac{3}{16} \frac{\tilde{B}^2}{|\eta_{S,I}^4 |\Delta|^2} \right), \quad \text{singlet like},
\]

\[
|\eta_{T,\parallel}| \approx -2 \sqrt{2} g_\delta \left( 1 + \frac{1}{16} \frac{\tilde{B}^2}{|\eta_{T,\parallel}^4 |\Delta|^2} \right), \quad \text{triplet like}.
\]

We see that the energy of the sub-gap state decreases quadratically in \( \tilde{B} \) for small magnetic field. In the high magnetic field limit, i.e., \( |\tilde{B}| \gg |g_\delta^2 |\Delta| \), from Eq. (7.47) to lowest order in \( g_\delta \) we obtain the solution

\[
E_h = |\Delta| (1 - \eta_\parallel^2) - \tilde{B}, \quad |\eta_\parallel| \approx \sqrt{2} g_\delta.
\]

The above result (7.52) corresponds to neglected off-diagonal terms in the spin matrix (7.28). For arbitrary magnetic field the perturbative solution in \( g_\delta \) is obtained by solving Eq. (7.49) numerically.

Now we examine the sub-gap excitation spectrum when it is assumed that the magnetic field in the superconducting leads is screened, i.e., \( g_{ce} \approx 0 \) and \( \tilde{B} = \bar{B} = g_\delta B/2 \). Note that we also do not consider closing of the superconducting gap. For positive magnetic field \( \bar{B} > 0 \) the ground-state is a doublet \( E_\downarrow = -\bar{B} \) and the resulting sub-gap excitations for a particular channel \( \delta \) are depicted in Figure 7.7. For anti-ferromagnetic coupling \( g_\delta > 0 \) (Figure 7.7a) there is a singlet like excitation, which for high magnetic fields approaches an energy consistent with the classical spin (7.21). In this case the eigenstate is \( |\uparrow_{\Delta, k} \downarrow\rangle \rangle = \sum_q A_{q\delta k}^\dagger |\uparrow_{\delta k} \downarrow\rangle \rangle \), where \( A_{q\delta k} \) is determined by projecting the Schödinger equation to \( |\uparrow_{\delta k}, \downarrow\rangle \rangle \) with neglected spin-flip terms \( S^+ \) and \( S^- \) in the exchange Hamiltonian (7.24).

For ferromagnetic coupling \( g_\delta < 0 \) (Figure 7.7b) the excitation is a triplet, which gets split by the magnetic field. The \( |T_{I,\parallel} \rangle \rangle \) and \( |T_{I,\perp} \rangle \rangle \) components approaches the gap and crosses it, and \( |T_{I,\parallel} \rangle \rangle \) component does not move with \( \bar{B} \). Changing the sign of the magnetic field simply reverses all spins in the previous discussion.

So far we have examined the excitation spectrum when a single quasi-particle is included, i.e., the system is effectively described by the Hamiltonian (7.24). Now the question is, whether the pairing-like terms \( \gamma_{a \dagger} \gamma_{a \dagger}^\dagger \) in (6.17b) and (6.17c) modify the perturbative result for the energy difference between the ground-state \( |D_\delta \rangle \rangle \) and the sub-gap states. There is a second order energy correction for the ground-state

\[
E_{s}^{(2)} = \sum_{a \neq D} \left| \frac{(|H|^2 |D_\delta \rangle \rangle )^2}{E_s^{(0)} - E_\lambda} \right| - \frac{1}{4} \frac{J_{a \dagger} J_{a \dagger} |L_{a \dagger} - L_{a \dagger}|^2}{E_a + E_{a \dagger}} - \frac{1}{2} \frac{J_{a \dagger} J_{a \dagger} |L_{a \dagger} - L_{a \dagger}|^2}{E_a + E_{a \dagger} - s(g - g_{ce})B}
\]

\[
- \frac{W_{a \dagger} W_{a \dagger} |L_{a \dagger} + L_{a \dagger}|^2}{E_a + E_{a \dagger}} + 2s \frac{J_{a \dagger} W_{a \dagger} \text{Im}[L_{a \dagger} L_{a \dagger}^\ast]}{E_a + E_{a \dagger}}.
\]
Figure 7.7: Sub-gap excitation spectrum from the ground-state doublet $|D_\uparrow\rangle$ when it is assumed that the magnetic field in the superconductor is screened $g_{ee} \approx 0$. (a) For anti-ferromagnetic coupling $g_\delta > 0$ the sub-gap state is singlet like state, which for high magnetic fields becomes classical spin like state $|\uparrow_\delta, \downarrow\rangle$. (b) For ferromagnetic coupling $g_\delta < 0$ the sub-gap state is a triplet. The $|T^+_\delta\rangle$ and $|T^0_\delta\rangle$ components approaches the gap and crosses it, and $|T^-_\delta\rangle$ component does not move with $\tilde{B}$.

where $|l\rangle$ are all possible intermediate states and $H' = H_J + H_W$. However, such a term gets canceled for the energy difference, because the sub-gap states get the same second-order shift when three quasiparticles are included in the wavefunction ansatz (see Appendix D.2). The Yosida’s wavefunction ansatz generates a well defined perturbative expansion in the couplings $g, w$ for the energy differences. Also with the included three quasiparticles a higher order correction Eq. (D.30) for the energy difference is found, which contains leading-logarithmic contribution $\ln \frac{2D}{|\Delta|}$. These logarithms can be resummed using the usual poor man’s scaling approach [see Eq. (D.31)-(D.33)], which yields the running coupling $g^* = \frac{\pi}{4\ln(D/K)}$, with $T_K = D e^{-\frac{\pi}{g}}$ being the Kondo temperature, and $D^* \gg |\Delta|$. The expression of $g^*$ shows that the perturbative expansion is valid only when the Kondo temperature is much smaller than the superconducting gap $T_K \ll |\Delta|$. 


Chapter 8

Supercurrent

The supercurrent $j_S$ is a dissipationless current flowing in the superconductor if there is an order parameter phase $\phi(r)$ gradient, i.e., $j_S \sim \nabla \phi(r)$. In this chapter we examine a type of the supercurrent due to the Josephson effect [101], which arises in two superconductors, which have a phase difference between them $\phi = \phi_L - \phi_R$, coupled by a weak link. This phenomenon appears in the SDS junctions (see Figure 6.1). Various measurements of the supercurrent through Coulomb blockaded quantum dots [102–105] have shown that odd-occupied spin degenerate quantum dots may lead to a negative ($\pi$-phase) supercurrent. Also a supercurrent sign-reversal, i.e. a $\pi - 0$ transition, has been shown to take place, when moving the gate voltage from odd occupancy (moving away particle-hole symmetric point), or when increasing the ratio $T_K/|\Delta|$. This observation is consistent with a number of theoretical predictions [106–115]. Here we examine the relation between the sub-gap states and the supercurrent, and present the phase diagram for SDS junction.

At zero temperature $T = 0$ the supercurrent is generally given as the ground-state energy $E_{GS}$ derivative with respect to the phase difference $\phi = \phi_L - \phi_R$ between two superconducting
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Figure 8.1: (a) Phase diagram as a function of couplings $g$ and $w$ for a junction with a classical spin. The coupling asymmetry is $\theta = \pi/3$. The transition from $\pi'$ to $0'$ for $w = 0$ is denoted by a circle and is given by $g = f(\theta)$, where $f(\theta) = [1/2(\sin^2(2\theta) + \sqrt{4 + \sin^4(2\theta)})]^{1/2}$. When there is no coupling asymmetry $\theta = \pi/4$ for $g > w$ the junction never goes to 0-junction for increasing $g$. (b) Phase diagram when the couplings are parameterized by Eq. (6.26c), where $\Gamma = v_F(t_L^2 + t_R^2)$, and the dimensionless level position (gate voltage) $x$ is given by Eq. (6.13).
Figure 8.2: Examples of supercurrent for different junctions with a classical spin. Potential scattering is set to \( w = 0 \). The values of other parameters are \( g = 2.5, \theta = 1.15 \) for 0, \( g = 2.5, \theta = \pi/4 \) for \( 0' \), \( g = 1.25, \theta = \pi/4 \) for \( \pi' \), and \( g = 0.6, \theta = \pi/4 \) for \( \pi \)-junction.

leads [116], i.e.,

\[
I_S(\phi) = 2 \frac{\partial E_{\text{GS}}}{\partial \phi}. \tag{8.1}
\]

The above relation Eq. (8.1) for the considered model can be obtained by performing gauge transformation for the conduction electrons

\[
cak \rightarrow cak e^{i\phi_k/2}, \tag{8.2}
\]

which transfers the phase difference from the Hamiltonian \( H_{LR} \) into \( H_W + H_f \), i.e.,

\[
I_{aa'} \rightarrow I_{aa'} e^{i(\phi_a - \phi_{a'})/2},
W_{aa'} \rightarrow W_{aa'} e^{i(\phi_a - \phi_{a'})/2}. \tag{8.3}
\]

Then the current operator can be expressed as

\[
\hat{I}_S(\phi) = i[H_W + H_f, N_L] = \frac{1}{2} \frac{\partial(H_W + H_f)}{\partial \phi}, \tag{8.4}
\]

where \( N_L = \sum_{k\sigma} c_{\text{L}k\sigma}^\dagger c_{\text{L}k\sigma} \) is the particle number operator in the left lead. By using the relation (8.4) and the Hellmann-Feynman theorem

\[
\frac{\partial E_{\text{GS}}}{\partial \phi} = \langle \text{GS} | \frac{\partial H}{\partial \phi} | \text{GS} \rangle, \tag{8.5}
\]

we obtain the supercurrent expression (8.1). For the case of a junction with a classical spin the supercurrent can also be found by using the sub-gap excitation spectrum as [98]

\[
I_S^{cl} = -\sum_p \tanh \left( \frac{\omega_p}{2T} \right) \frac{d\omega_p}{d\phi} \tau_{-0} - \frac{d|E_+|}{d\phi} - \frac{d|E_-|}{d\phi}. \tag{8.6}
\]
where after the second equality in Eq. (8.6) we have used the zero temperature limit, and $E_\pm$ is given by Eq. (7.15) for $B = 0$. To lowest order in $g$ and $w$ the expression (8.6) yields

$$I_S^{cl} \approx (|\Delta|/2) \sin^2(2\theta) \left( w^2 - g^2 \right) \sin \phi. \tag{8.7}$$

From Eqs. (8.1) and (8.6) we see that the phase $\phi$ dependent part of the ground state is

$$E_{GS} = -\frac{1}{2} (|E_+| + |E_-|) + \text{const.} \tag{8.8}$$

If the ground state energy has one global minimum at $\phi = 0$, then the junction is classified as 0-junction, and the supercurrent is a continuous function of $\phi$, has a positive slope at $\phi = 0$, and negative slope at $\phi = \pi$. When the global minimum is at $\pi$ we have a $\pi'$-junction. Then the supercurrent is a continuous function of $\phi$, has a negative slope at 0, and a positive slope at $\pi$. The situation when there are minima at both phases 0 and $\pi$ can also arise. If 0 corresponds to a global minimum and $\pi$ to a local minimum, then the junction is called 0'-junction. For $\pi$ being a global minimum and 0 being a local minimum the junction is called $\pi'$-junction. In both previous cases the supercurrent is a discontinuous function [with one discontinuity in the interval $\phi \in (0, \pi)$ and one in the interval $\phi \in (\pi, 2\pi)$] and it has positive slopes at 0 and $\pi$. This discontinuous behavior of the supercurrent is directly related to the sub-gap states crossing the zero energy and changing their spin as can be seen from Figure 7.6b,c. The resulting phase diagram as a function of couplings $w$ and $g$ is depicted in Figure 8.1, and examples of the supercurrent for different junctions is shown in Figure 8.2.

For a junction with a quantum spin we can calculate the supercurrent perturbatively from Eq. (7.53). For $B > 0$ the ground state is $|D_\downarrow\rangle$ and we have

$$I_S \approx 2|\Delta| \sin^2(2\theta) \left[ w^2 - g^2 F(0) - 2g^2 F(B) \right] \sin \phi, \tag{8.9}$$

where

$$F(B) = \frac{1}{|\Delta|^2 v_F^2} \sum_{kk'} \frac{u_{kk'}u_{kk'}'}{E_k + E_{k'} + B}, \quad F(0) \approx \frac{1}{4}, \tag{8.10}$$

and we also used Eq. (6.26) form of the coupling. When there is no magnetic field the supercurrent becomes

$$I_S \approx (|\Delta|/2) \sin^2(2\theta) \left( w^2 - 3g^2 \right) \sin \phi. \tag{8.11}$$

We see that this result is not given by the dispersion of the sub-gap states, i.e.,

$$I_S \neq -\sum_{i=\pm} \frac{d|E_i|}{d\phi} = \begin{cases} \frac{|\Delta|}{2} \sin^2(2\theta) \left( w^2 - 9g^2 \right) \sin \phi, & g > 0, \\ \frac{|\Delta|}{2} \sin^2(2\theta) \left( w^2 - g^2 \right) \sin \phi, & g < 0. \end{cases} \tag{8.12}$$

as in the case of a classical spin Eq. (8.6). For the coupling derived from the Anderson model we have $g > |w|$ and in this case the junction is always $\pi$ for perturbative values of $g$ and $w$. When the magnetic field is present and $|B| \ll |\Delta|$ we have

$$F(B) - F(0) \approx -\frac{B}{2\pi^2|\Delta|}. \tag{8.13}$$

From Eq. (8.9) we see that when $B > 0$ the supercurrent $|I_S|$ decreases for a $\pi$-junction and increases for a 0-junction, and vice versa for $B < 0$. We note that $B$ can become negative for positive $B$ when $g_{ce} > s_l$. 
Conclusions for Part II

The second part of the thesis is dedicated to the examination of the sub-gap states and corresponding excitation spectrum for spin coupled to two superconducting leads, which have a phase difference \( \phi \). The interaction between spin and conduction electrons is described by a Kondo model. Because of the two leads, there can be up to two interaction channels between conduction electrons and spin, which result in four sub-gap excitations (two quasiparticle like \( \gamma_{n\sigma}^+ \) and two quasihole like \( \gamma_{n\sigma} \)). If the Kondo model is derived from Anderson’s model, at zero phase difference \( \phi = 0 \) there is only one channel, and thus two sub-gap states. However, at finite phase difference the problem effectively becomes two channel, and four sub-gap states appear. If the spin is assumed to be classical the Kondo interaction effectively becomes spin dependent potential scattering for conduction electrons and the problem can be solved exactly [Eq. (7.15)]. For the quantum spin case a perturbative result in couplings \( g \) and \( w \) can be obtained using Yosida’s wavefunction ansatz. The analysis is valid when the ground-state is one of the doublet \( |D_\downarrow\rangle \) components and when the Kondo temperature is much larger than the superconducting gap \( T_K \ll |\Delta| \). If the potential scattering \( w \) and the magnetic field \( B \) are neglected, then for effective channel exchange coupling \( g_\delta > 0 \) the sub-gap states are singlets \( |S_\delta\rangle \) and for \( g_\delta < 0 \) the states are triplets \( |T_{0,\pm}\rangle \). Perturbatively, the energy of the triplet state \( |T_{0,\pm}\rangle \) matches the classical result (7.21) and for the singlet state it matches if the exchange coupling in the classical expression is replaced by \( g_{aa'} \rightarrow 3g_{aa'} \). The inclusion of the magnetic field mixes the singlet \( |S_\delta\rangle \) and the triplet \( |T_{0}\rangle \) if the \( g \)-factors of the spin and conduction electrons are different, i.e., \( g_\delta \neq g_{ce} \). Assuming that the magnetic field is screened in the superconducting leads \( g_{ce} \approx 0 \), this mixing results in the transition energy from the ground-state doublet \( |D_\downarrow\rangle \) (\( B > 0 \)) to the singlet \( |S_\delta\rangle \) approaching classical value for high magnetic field \( B \gg g_\delta^2 |\Delta| \). For the triplet \( |T_{0}\rangle \) the transition energy approaches the gap value \( |\Delta| \). Because of the phase difference \( \phi \) there is a supercurrent running through the junction. In the case of a classical spin it can be directly related to the sub-gap excitation spectrum, which can be calculated exactly. The phase diagram as a function of exchange \( g \) and potential scattering \( w \) is shown in Figure 8.1. For the quantum spin case the supercurrent is obtained perturbatively and it is found that there is no direct relation between supercurrent and the sub-gap excitation spectrum. Also, if the Kondo model is derived from Anderson’s model (\( g > |w| \)), the perturbative expression (8.9) always will yield a \( \pi \)-junction behavior.
Part III

Designing $\pi$-stacked molecules as phonon insulators
Chapter 9

Molecular junctions as thermoelectric devices

Figure 9.1: a) An effective description of the center of mass vibrational degrees of freedom in the system as two large masses $M_1$ and $M_2$, which have coordinates $(x_1, y_1, z_1)$ and $(x_2, y_2, z_2)$, coupled to each other by a spring $K_1$ and to the leads by springs $K_{il}$ and $K_{ir}$. The substrate is modelled as an elastic continuum described by the displacement vector $u(r,t)$. $T_L$ and $T_R$ denote the temperatures of the left and the right lead, respectively. b) A schematic diagram of a junction consisting of two $\pi$-stacked 2-phenylethylene-1-thiol molecules, which are coupled to the gold (Au) electrodes.

In this third part of the thesis we are concerned with the performance of molecular junctions (see Figure 9.1) used as thermoelectric devices, in which a temperature gradient is used to produce an electrical current or voltage. Recent studies showed that such devices give a large thermoelectric effect because of sharp electronic resonances appearing due to molecular orbitals \cite{117, 118} or due to interference effects \cite{119, 120}. At the same time, it has been argued that molecular junctions should have a very small phonon contribution to the heat conductance because, in small molecules,
the quantized molecular vibrational modes have frequencies above the Debye frequency of the electrons, preventing phonons from being transported from the hot to the cold electrode via the molecule. However, this argument does not take into account that when a molecule is bonded between two electrodes, additional vibrational modes appear which are associated with center of mass motion of the entire molecule [121]. Since the mass of the entire molecule is very large compared to that of individual atoms, these modes have a low frequency, well inside the band of acoustic phonons in the electrodes, and might be detrimental for the thermoelectric performance.

So we propose a simple mechanism to reduce thermal conductance of the molecular junction due to center of mass vibrational modes. We call such a thermal conductance the phonon conductance. The idea is to have a system effectively consisting of two large masses $M_1$ and $M_2$ coupled by the spring $K$ to each other and by springs $K_L, K_R$ to the leads as shown in Figure 9.1a. When the spring constant between the masses is weak the phonon conductance is reduced compared to the situation with a single mass in the junction $M = M_1 + M_2$. For thermoelectric purposes the molecule should also maintain the electrical conductivity. As a possible realization of such a system having such properties we consider $\pi$-stacked molecules in the junction as depicted in Figure 9.1b. Here by $\pi$-stacking we mean attractive, noncovalent interactions between aromatic rings, which in the case of Figure 9.1b are two sandwiched benzene rings [122].

## 9.1 The model

We describe the vibrational degrees of freedom in a molecule and the coupling to the leads using the harmonic approximation and it is assumed that the molecule couples to a particular lead only at a single point $(x_\alpha, y_\alpha, z_\alpha)$, with $\alpha = L, R$. So the system under consideration is a junction consisting of two leads described by vibrational modes of a continuum and a molecule (middle region) described by harmonic oscillators. The Hamiltonian for the vibrational degrees of the system is

\[
H = H_0 + V,
\]

\[
H_0 = \sum_{i,m} \frac{p_{im}^2}{2M_m} + H_L + H_R, \quad i = x, y, z, \quad m = 1, 2, \tag{9.1a}
\]

\[
H_\alpha = \sum_\nu \hbar \omega_{\alpha \nu} a_{\alpha \nu}^\dagger a_{\alpha \nu}, \quad \alpha = L, R, \tag{9.1b}
\]

\[
V = \frac{1}{4} \sum_{ii'nn'} K_{im,i'm'} (r_{im} - r_{i'm'})^2 + \frac{1}{2} \sum_{ii'nn'} K_{im,i'n'}(r_{im} - u_{i'n'}(r))^2, \tag{9.1c}
\]

where $r_m = (x_m, y_m, z_m)$ are the coordinates of the mass $M_m$; $p_m$ is the corresponding momentum; $u_{i'n'}(r) \equiv u_{i'n'}(r, 0)$ is the displacement vector in the lead $\alpha$ at time $t = 0$; $K_{im,i'n'}$ are the spring constants between masses and $K_{im,i'n'}(r)$ are the couplings to the leads. The operator $a_{\alpha \nu}^\dagger$ creates a vibrational mode $\nu$ in the lead $\alpha$ with energy $\hbar \omega_{\alpha \nu}$, and it satisfies the canonical commutation relation $[a_{\alpha \nu}, a_{\alpha' \nu'}^\dagger] = \delta_{\alpha\alpha'} \delta_{\nu\nu'}$. The description of elastic continuum modes and quantization of displacement vector $u_\alpha(r, t)$ is given in Chapter 10. For the system depicted in Figure 9.1a we have the following non-zero couplings

\[
K_{i1,i2} = K_{i2,i1} \equiv K_i, \quad K_{i1,iL}(r) \equiv K_{iL} \delta(r - r_L), \quad K_{i2,iR}(r) \equiv K_{iR} \delta(r - r_R), \tag{9.2}
\]

where $r_\alpha \equiv (x_\alpha, y_\alpha, z_\alpha)$ denotes points of attachment of the molecules to the leads. The validity of the approximation that the molecule couples to a single point of the lead is discussed in Appendix F.2.
We transform the coordinates into mass weighted coordinates, i.e.,

\[ r_n \rightarrow \frac{r_n}{\sqrt{M_n}}, \quad p_n \rightarrow p_n\sqrt{M_n}, \quad u_{\beta} \rightarrow \frac{u_{\beta}}{\sqrt{M_{\beta}}}, \quad \pi_{\beta} \rightarrow \pi_{\beta}\sqrt{M_{\beta}}, \]

(9.3)

where we have introduced the following shorthand notation \( n \equiv i, m, \quad \beta \equiv i', \alpha, \quad r \) for the labels and \( M_{\beta} \) denotes the mass of the lead atoms. Then the Hamiltonian (9.1d) is rewritten in mass weighted coordinates as

\[ V = \frac{1}{2} \sum_{nn'} V_{nn'} r_n r_{n'} + \frac{1}{2} \sum_{\beta} V_{\beta\beta} u_{\beta}^2 + \sum_{n\beta} V_{n\beta} r_n u_{\beta}, \]

(9.4)

\[ V_{nn} = \frac{1}{M_n} \left( \sum_{n'} K_{nn'} + \sum_{\beta} K_{n\beta} \right), \quad V_{nn'} = -\frac{K_{nn'}}{\sqrt{M_n M_{n'}}, \quad n \neq n', \]

\[ V_{\beta\beta} = \frac{1}{M_{\beta}} \sum_{n'} K_{n'n\beta}, \quad V_{n\beta} = -\frac{K_{n\beta}}{\sqrt{M_n M_{\beta}}}, \]

(9.5)

which is more convenient for the current calculation described in Section 11.1.
Chapter 10

Eigenmodes of the leads described as elastic continuum

In this chapter we describe the eigenmodes of the leads, when there is no coupling to the molecule, where we closely follow Ezawa [123]. The same method to describe the semiconducting leads with a weak link between them was also applied extensively by Patton and Gellar [124–126].

10.1 General equations

The equation of motion for an elastic medium is given by

$$\rho \frac{\partial^2 u_i}{\partial t^2} = \partial \sigma_{ij} \partial x_j,$$

(10.1)

where $\rho$ is the mass density of the medium, $u_i = u_i(r,t)$ is a displacement vector component in the $i$ direction, $x_j \in \{x,y,z\}$ denotes Cartesian coordinate, and $\sigma_{ij}$ is a stress tensor given by

$$\frac{\sigma_{ij}}{\rho} = (c_l^2 - 2c_t^2) \frac{\partial u_k}{\partial x_k} \delta_{ij} + c_l^2 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),$$

(10.2)

for an isotropic medium. Note that the Einstein summation convention over all repeated indices is implied. Here $c_l$ is the velocity of a longitudinal wave in an infinite isotropic medium (displacement is in the direction of propagation), and $c_t$ is the velocity of a transverse wave in an infinite isotropic medium (displacement is perpendicular to the direction of propagation). The velocities $c_l$ and $c_t$ are given in terms of Young modulus $E$ and Poisson ratio $\sigma$ as [127]

$$c_l = \sqrt{\frac{E(1-\sigma)}{\rho(1+\sigma)(1-2\sigma)}},$$

(10.3)

$$c_t = \sqrt{\frac{E}{2\rho(1+\sigma)}},$$

(10.4)

Note that the allowed values for the coefficients are

$$E > 0, \quad -1 < \sigma < \frac{1}{2}, \quad c_l > \sqrt{\frac{4}{3}} c_t,$$

(10.5)

and that $E$, $\sigma$ correspond to an adiabatic measurement (constant entropy) values [127]. More generally the stress tensor is expressed through the strain tensor $u_{ij}$ as

$$\sigma_{ij} = K u_{kk} \delta_{ij} + 2\mu \left( u_{ij} - \frac{1}{3} \delta_{ij} u_{kk} \right),$$

(10.6)
where the strain tensor to second order in the displacement derivatives is given as

$$u_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} + \frac{\partial u_k}{\partial x_i} \frac{\partial u_k}{\partial x_j} \right).$$  \hspace{1cm} (10.7)

We consider only the harmonic approximation, i.e. no second order term in the strain tensor. Equation (10.1) with stress tensor (10.2) can be conveniently rewritten as

$$\frac{\partial^2 \mathbf{u}}{\partial t^2} = c_l^2 \nabla^2 \mathbf{u} + (c_l^2 - c_t^2) \nabla(\nabla \cdot \mathbf{u}).$$  \hspace{1cm} (10.8)

Using Helmholtz decomposition we can represent the vector $\mathbf{u}$ as a sum of two components

$$\mathbf{u} = \mathbf{u}_l + \mathbf{u}_t,$$  \hspace{1cm} (10.9)

which satisfy the conditions

$$\nabla \times \mathbf{u}_l = 0,$$  \hspace{1cm} (10.10a)
$$\nabla \cdot \mathbf{u}_t = 0,$$  \hspace{1cm} (10.10b)

i.e. $\mathbf{u}_l$ is an irrotational vector field and $\mathbf{u}_t$ is a solenoidal vector field. Taking the divergence of both sides of the expression (10.8) and using (10.10b) we obtain the equation

$$\nabla \cdot \left( \frac{\partial^2 \mathbf{u}_l}{\partial t^2} - c_l^2 \nabla^2 \mathbf{u}_l \right) = 0,$$  \hspace{1cm} (10.11a)

and using relation (10.10a) we also have to satisfy

$$\nabla \times \left( \frac{\partial^2 \mathbf{u}_l}{\partial t^2} - c_l^2 \nabla^2 \mathbf{u}_l \right) = 0.$$  \hspace{1cm} (10.11b)

If the curl and the divergence of a vector vanish in all space, then the vector has to be zero identically. So from equations (10.11) the wave equation for the longitudinal part $\mathbf{u}_l$ is obtained:

$$\left( \frac{\partial^2}{\partial t^2} - c_l^2 \nabla^2 \right) \mathbf{u}_l = 0.$$  \hspace{1cm} (10.12)

For the transversal part $\mathbf{u}_t$ we get the equation

$$\nabla \times \left( \frac{\partial^2 \mathbf{u}_t}{\partial t^2} - c_t^2 \nabla^2 \mathbf{u}_t \right) = 0,$$  \hspace{1cm} (10.13a)

when taking the curl of both sides of the equation (10.8) and satisfying the relation (10.10a), and the equation

$$\nabla \cdot \left( \frac{\partial^2 \mathbf{u}_t}{\partial t^2} - c_t^2 \nabla^2 \mathbf{u}_t \right) = 0,$$  \hspace{1cm} (10.13b)

by using the relation (10.10b). From equations (10.13) the wave equation for transversal part $\mathbf{u}_t$ is obtained:

$$\left( \frac{\partial^2}{\partial t^2} - c_t^2 \nabla^2 \right) \mathbf{u}_t = 0.$$  \hspace{1cm} (10.14)
The displacement vector also can be written in terms of the scalar potential $\phi$ and the vector potential $\psi$:

\[
\mathbf{u}_l = \nabla \phi, \quad \mathbf{u}_t = \nabla \times \mathbf{u}_l = \nabla \times \psi, \quad \text{with} \quad \nabla \cdot \mathbf{u}_l = 0.
\]

The potentials also satisfy the wave equations

\[
\left( \frac{\partial^2}{\partial t^2} - c_l^2 \nabla^2 \right) \phi = 0, \quad \text{(10.16a)}
\]

\[
\left( \frac{\partial^2}{\partial t^2} - c_l^2 \nabla^2 \right) \psi = 0, \quad \text{with} \quad \nabla \cdot \mathbf{u}_t = 0.
\]

### 10.2 Eigenmodes of a half space filled with an isotropic elastic medium

We want to find the eigenmodes of a half space $y \leq 0$ filled with an isotropic elastic medium, which has a stress-free surface. For every point of a stress-free surface we have to satisfy the boundary condition

\[
\sigma_{ij} n_j = 0,
\]

where $n$ is the outward normal at each point of the surface. For a half space $y \leq 0$ we have

\[
n = (0, 0, 1).
\]

So we need to solve equation (10.8) with the boundary condition (10.17). We start by choosing the following ansatz for the displacement vector

\[
\mathbf{u}(r, t) = \frac{1}{2\pi} \mathbf{f}(y) e^{i(k_z z + k_x x - \omega t)}, \quad \mathbf{f} = (f_z, f_x, f_y), \quad [\mathbf{u}(r, t)] = [\mathbf{f}(y)] = L,
\]

where $[A]$ denotes the dimension of the quantity $A$, and dimensions $L$, $T$, and $M$ stand for length, time, and mass dimension, respectively. For definiteness we assume $\omega \geq 0$. Inserting (10.19) into equation (10.8) and the boundary condition (10.17) we obtain

\[
\begin{pmatrix}
\mathcal{M}_0 + \mathcal{M}_1 \left( -i \frac{\partial}{\partial y} \right) + \mathcal{M}_2 \left( -i \frac{\partial}{\partial y} \right)^2
\end{pmatrix} \mathbf{f}(y) = \omega^2 \mathbf{f}(y),
\]

\[
\begin{pmatrix}
\mathcal{N}_0 + \mathcal{N}_1 \left( -i \frac{\partial}{\partial y} \right)
\end{pmatrix} \mathbf{f}(y) = 0, \quad \text{for} \quad y = 0,
\]

where

\[
\mathcal{M}_0 = \begin{pmatrix}
c_l^2 k_z^2 + c_l^2 k_x^2 & (c_l^2 - c_t^2) k_z k_x & 0 \\
(c_t^2 - c_l^2) k_z k_x & c_t^2 k_z^2 + c_t^2 k_x^2 & 0 \\
0 & 0 & c_t^2 (k_z^2 + k_x^2)
\end{pmatrix},
\]

\[
\mathcal{M}_1 = \begin{pmatrix}
c_l^2 & 0 & 0 \\
0 & 0 & k_z \\
k_z & k_x & 0
\end{pmatrix},
\]

\[
\mathcal{M}_2 = \mathcal{N}_1 = \begin{pmatrix}
c_l^2 & 0 & 0 \\
0 & c_l^2 & 0 \\
0 & 0 & c_l^2
\end{pmatrix},
\]

\[
\mathcal{N}_0 = \begin{pmatrix}
0 & 0 & c_t^2 k_z \\
0 & 0 & c_t^2 k_x \\
(c_t^2 - 2c_l^2) k_z & (c_l^2 - 2c_t^2) k_x & 0
\end{pmatrix}.
\]
We anticipate that the eigenmodes, which we label as \( v \), will be classified using the following quantities ("quantum numbers")

\[
v = (k, k_y, m), \quad k = [k_z, k_x].
\]

(10.23)

where \( k \) is the wavevector in \( zx \) plane, \( k_y \) wavevector perpendicular to the surface, and \( m \in \{H, \pm, 0, R\} \) labels type of the mode, where there will be four types as discussed in forthcoming sections.

The normalization condition (10.24) can be written more explicitly as

\[
\langle u^{(v')}, u^{(v)} \rangle = [X_v] \int d\mathbf{r} u^{(v')}(\mathbf{r}) u^{(v)}(\mathbf{r}) = \delta_{v'v} [X_v], \quad [\langle u^{(v')}, u^{(v)} \rangle] = L^5, \tag{10.24}
\]

where \( \delta_{v'v} \) denotes Dirac delta function for continuous variables and Kroenecker delta for discrete variables. The quantity \([X_v]\) denotes particular dimension depending on whether \( v \) contains discrete or continuous labels. Note that

\[
[u(\mathbf{r}, t)] \neq [u^{(v)}(\mathbf{r})]. \tag{10.25}
\]

The normalization condition (10.24) can be written more explicitly as

\[
\langle u^{(k', k_y', m')}, u^{(k, k_y, m)} \rangle = [X_m] \frac{1}{2\pi} \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dx \int_{-\infty}^{\infty} dy f^{(k', k_y', m')}(y) f^{(k, k_y, m)}(y) = [X_m], \tag{10.26}
\]

and we get

\[
(f^{(k, k_y, m)}, f^{(k', k_y', m')}) = \int_{-\infty}^{\infty} dy f^{(k, k_y, m)}(y) f^{(k', k_y', m')}(y) = \delta_{k'k} \delta_{k_y'k_y} \delta_{m'm}. \tag{10.27}
\]

Here

\[
u^{(v)}(\mathbf{r}) = u^{(k, k_y, m)}(\mathbf{r}) = \frac{1}{2\pi} f^{(k, k_y, m)}(z) e^{ik_z z + ik_x x}, \quad k = [k_z, k_x], \tag{10.28}
\]

and \( \langle A, B \rangle \) denotes the inner product in the whole space, and \( (A, B) \) in \( y \) direction. We have the following dimensions of \( u^{(k, k_y, m)}, f^{(k, k_y, m)} \), and \( [X_m] \):

\[
[u^{(k, k_y, m)}] = [f^{(k, k_y, m)}] = 1, \quad [X_m] = L^2 \quad \text{for} \quad m = H, \pm, 0, \tag{10.29}
\]

\[
[u^{(k, k_y, R)}] = [f^{(k, k_y, R)}] = L^{-1/2}, \quad [X_R] = L^3, \quad \text{for} \quad m = R,
\]

where the first line is the dimensions for the modes with continuous \( k_y \) and the second line for the modes with discrete \( k_y \). For some of the derivations we will use the potentials \( \phi \) and \( \psi \). In analogy with (10.19) we use the following ansatz

\[
\phi(\mathbf{r}, t) = \frac{1}{2\pi} f_\phi(y) e^{ik_z z + ik_x x - \omega t}, \tag{10.30a}
\]

\[
\psi(\mathbf{r}, t) = \frac{1}{2\pi} f_\psi(y) e^{ik_z z + ik_x x - \omega t}, \tag{10.30b}
\]

and we find that \( f \) is expressed in terms of \( f_\phi \) and \( f_\psi \) as

\[
f_z = ik_z f_\phi + ik_x f_\psi - \frac{d}{dy} f_\psi, \tag{10.31a}
\]

\[
f_x = ik_x f_\phi + \frac{d}{dy} f_\psi - ik_z f_\psi, \tag{10.31b}
\]

\[
f_y = \frac{d}{dy} f_\phi + ik_z f_\psi - ik_x f_\psi. \tag{10.31c}
\]
Inserting the potentials into the wave equations (10.16) we obtain

\[ c^2 \left[ k_z^2 + k_x^2 - \frac{\partial^2}{\partial y^2} \right] f_{\psi} = \omega^2 f_{\phi}, \]  
(10.32a)

\[ c^2 \left[ k_z^2 + k_x^2 - \frac{\partial^2}{\partial y^2} \right] f_{\psi} = \omega^2 f_{\phi}, \]  
(10.32b)

\[ ik_z f_{\psi_y} + ik_x f_{\psi_x} + \frac{\partial}{\partial y} f_{\psi_y} = 0, \]  
(10.32c)

and from the boundary condition (10.21) we get

\[ \begin{bmatrix} \mathcal{K}_0 + \mathcal{K}_1 \left(-i \frac{\partial}{\partial y}\right) + \mathcal{K}_2 \left(-i \frac{\partial}{\partial y}\right) \end{bmatrix} F = 0, \quad \text{for} \ y = 0, \quad \text{with} \ F = \{ f_{\phi}, f_{\psi_x}, f_{\psi_y}, f_{\psi_z} \}, \]  
(10.33)

where

\[ \mathcal{K}_0 = \begin{pmatrix} 0 & -c^2 k_z k_x & c^2 k_x^2 & 0 \\ 0 & -c^2 k_x^2 & c^2 k_z k_x & 0 \\ (c^2 - 2c^2)(k_z^2 + k_x^2) & 0 & 0 & 0 \end{pmatrix}, \]  
(10.34a)

\[ \mathcal{K}_1 = \begin{pmatrix} 2c^2 k_z & 0 & 0 & c^2 k_x \\ 2c^2 k_x & 0 & 0 & -c^2 k_z \\ 0 & -2c^2 k_x & 2c^2 k_z & 0 \end{pmatrix}, \]  
(10.34b)

\[ \mathcal{K}_2 = \begin{pmatrix} 0 & 0 & -c^2 & 0 \\ 0 & c^2 & 0 & 0 \\ c^2 & 0 & 0 & 0 \end{pmatrix}. \]  
(10.34c)

We will perform calculations and will find the modes, where \( z \) and \( x \) axes are rotated such that the vector \( \mathbf{k} \) gets transformed into

\[ \mathbf{k} = \{ k_z, k_x \} \rightarrow \{ \kappa, 0 \}, \quad \text{with} \ \kappa = \sqrt{k_z^2 + k_x^2}. \]  
(10.35)

10.2.1 \( SH \)-mode, \( m = H \)

For this mode we set \( f_z = f_y = 0 \), and then the wave is polarized both to the direction of \( \mathbf{k} = \{ \kappa, 0 \} \) and the \( y \)-axis, i.e. we get shear wave with horizontal polarization (\( SH \)-mode), which we label as

\[ m = H. \]  
(10.36)

For this polarization the equation of motion (10.20) and the boundary condition (10.21) reads as

\[ \left( c^2 t^2 \frac{d^2}{dy^2} + \omega^2 - c^2 \kappa^2 \right) f_x = 0, \]  
(10.37a)

\[ \frac{df_x}{dy} \bigg|_{y=0} = 0. \]  
(10.37b)

As always for linear differential equation with constant coefficients we guess solution of the form \( e^{ik_y y} \), which yields the following characteristic equation for (10.37a)

\[ -c^2 t^2 k_y^2 + \omega^2 - c^2 \kappa^2 = 0 \rightarrow \omega = c_t \sqrt{k_y^2 + \kappa^2}. \]  
(10.38)
We proceed with the calculation using the potentials 
\[ \phi_e \] 
where after the arrow we have satisfied the boundary condition (10.37b), which requires \( A = B \). We see that \( k_\beta \) has to be real, because if \( k_\beta \) is imaginary then the above solution grows exponentially in \( y \) direction, which is not physical.

Now we normalize the solution (10.39) using condition (10.27)
\[
|A|^2 \int_{-\infty}^{\infty} dy \cos(k'_\beta y) \cos(k_\beta y) = \frac{|A|^2}{2} \int_{-\infty}^{\infty} dy \cos(k'_\beta y) \cos(k_\beta y) \\
= \frac{|A|^2}{8} \int_{-\infty}^{\infty} dy \left( e^{i(k'_\beta+k_\beta)y} + e^{i(k'_\beta-k_\beta)y} + e^{-i(k'_\beta+k_\beta)y} + e^{-i(k'_\beta-k_\beta)y} \right) \\
= \frac{\pi |A|^2}{2} \delta(k'_\beta - k_\beta) \quad \rightarrow \quad A = \sqrt{\frac{2}{\pi}}.
\]

We note that terms with \( e^{\pm i(k'_\beta+k_\beta)y} \) vanish, because \( k'_\beta \) and \( k_\beta \) always have the same sign. So we get the final expression for the \( SH \)-mode
\[
f_x^{(k,k_\beta,H)} = f_y^{(k,k_\beta,H)} = 0, \quad f_x^{(k,k_\beta,H)} = \sqrt{\frac{2}{\pi}} \cos(k_\beta y), \quad m = H.
\]

### 10.2.2 Mixed \( P - SV \) mode, \( m = \pm \)

We proceed with the calculation using the potentials \( \phi \) and \( \psi \), and the corresponding equations of motion (10.32). In the coordinate system where \( k = \{\kappa, 0\} \) we get that \( f_\phi \) with \( f_\psi \) gets decoupled from \( f_\phi \) with \( f_\psi \), i.e. equation of motion (10.32) and the boundary condition (10.33) simplifies to
\[
c_i^2 \left[ \kappa^2 - \frac{d^2}{dy^2} \right] f_{\psi_x, y} = \omega^2 f_{\psi_x, y}, \quad (10.42a) \\
ix f_{\psi_x} + \frac{d}{dy} f_{\psi_y} = 0, \quad (10.42b) \\
ix \frac{d}{dy} f_{\psi_y} - \frac{d^2}{dy^2} f_{\psi_x} = 0, \quad \text{at} \ y = 0. \quad (10.42c)
\]

and
\[
c_i^2 \left[ \kappa^2 - \frac{d^2}{dy^2} \right] f_{\phi} = \omega^2 f_{\phi}, \quad (10.43a) \\
c_i^2 \left[ \kappa^2 - \frac{d^2}{dy^2} \right] f_{\psi} = \omega^2 f_{\psi}, \quad (10.43b) \\
\kappa^2 f_{\psi_x} - 2ix \frac{d}{dy} f_{\phi} + \frac{d^2}{dy^2} f_{\psi_y} = 0, \quad \text{at} \ y = 0, \quad (10.43c) \\
\left( c_i^2 - 2c_i^2 \right) \kappa^2 f_{\phi} - 2c_i^2 i x \frac{d}{dy} f_{\psi_x} - c_i^2 \frac{d^2}{dy^2} f_{\phi} = 0, \quad \text{at} \ y = 0. \quad (10.43d)
\]

Solution of equations (10.42) corresponds to the \( SH \)-mode, when \( f_\phi = f_{\psi_x} = 0 \rightarrow f_z = f_y = 0 \). For mixed \( P - SV \) mode (as also for modes in next sections) we set \( f_x = 0 \rightarrow f_{\psi_x} = f_{\psi_x} = 0 \), and use the
following ansatz for $f_\phi$ and $f_\psi$,

\[ f_\phi = Ae^{ik_\alpha y} + Be^{-ik_\alpha y}, \quad (10.44a) \]
\[ f_\psi = Ce^{ik_\beta y} + De^{-ik_\beta y}, \quad (10.44b) \]

Inserting these solutions in the equations (10.43a,b) we get

\[ \omega_\alpha = c_l \sqrt{k_\alpha^2 + \kappa^2}, \quad (10.45a) \]
\[ \omega_\beta = c_t \sqrt{k_\beta^2 + \kappa^2}, \quad (10.45b) \]

and the boundary condition (10.43c,d) gives

\[ -2\kappa k_\alpha [A - B] + (k_\beta^2 - \kappa^2)[C + D] = 0, \quad (10.46a) \]
\[ (k_\beta^2 - \kappa^2)[A + B] + 2\kappa k_\beta [C - D] = 0. \quad (10.46b) \]

After requiring that $\omega_\alpha = \omega_\beta$ we obtain

\[ k_\alpha = \frac{c_l}{c_l} \sqrt{k_\beta^2 + \kappa^2 \left[ 1 - \frac{c_l^2}{c_t^2} \right]}, \quad (10.47) \]

There are two independent solutions for the above system of equations. We note that in this case the wave coming from $\phi$ is called a $P$-wave (pressure wave) and the one from $\psi$ a $SV$-wave (shear wave with vertical polarization). Also for a mixed $P-SV$ wave we have

\[ k_\alpha^2, k_\beta^2 > 0, \quad k_\alpha, k_\beta > 0, \quad \rightarrow \quad k_\beta > \kappa \sqrt{\frac{c_l^2}{c_t^2} - 1}. \quad (10.48) \]

As a first solution we pick a $P$-wave incident upon the surface

\[ A = 1, \quad C = 0, \quad (10.49) \]

and from (10.46) we find

\[ B = -a, \quad D = \frac{k_\alpha b}{k_\beta}, \quad (10.50) \]

where we introduced coefficients

\[ a = \frac{(k_\beta^2 - \kappa^2)^2 - 4\kappa^2 k_\alpha k_\beta}{(k_\beta^2 - \kappa^2)^2 + 4\kappa^2 k_\alpha k_\beta}, \quad b = \frac{4\kappa \sqrt{k_\alpha k_\beta (k_\beta^2 - \kappa^2)}}{(k_\beta^2 - \kappa^2)^2 + 4\kappa^2 k_\alpha k_\beta}. \quad (10.51) \]

So for an incident $P$-wave we get

\[ f_\phi^{(\kappa,\xi,P)} = e^{ik_\alpha y} - ae^{-ik_\alpha y}, \quad (10.52a) \]
\[ f_\psi^{(\kappa,\xi,P)} = \sqrt{\frac{k_\alpha}{k_\beta}} be^{-ik_\beta y}. \quad (10.52b) \]
Using the relations (10.31) we find the corresponding displacement vector \( f(y) \) for \( P \)-wave

\[
\begin{align*}
    f_x^{(k,c,P)} &= iA^{(k,c,P)} \kappa \left[ e^{ik_\alpha y} - ae^{-ik_\alpha y} + \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\beta y} \right], \\
    f_y^{(k,c,P)} &= 0, \\
    f_z^{(k,c,P)} &= iA^{(k,c,P)} \kappa \left[ \frac{k_\alpha}{\kappa} \left( e^{ik_\alpha y} + ae^{-ik_\alpha y} + \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\beta y} \right) \right],
\end{align*}
\]

(10.53a) \( (10.53b) \) \( (10.53c) \)

Here we introduced the normalization constant \( A \), which we determine from condition (10.27). When calculating normalization constant we will need the integral

\[
I = \int_0^\infty dy e^{+i(q+\eta)y} = \frac{i}{\mp q + i\eta} = \mp \frac{i\mathcal{P}}{q} + \pi\delta(q),
\]

(10.54)

where \( \eta = +0 \) is positive infinitesimal, and \( \mathcal{P} \) denotes principal part. The normalization condition (10.27) for the \( P \)-wave (10.53) gives:

\[
|A^{(k,c,P)}|^2 = \frac{2\pi}{\kappa^2 + k_\alpha^2} \left[ (\kappa^2 + k_\alpha^2)(1 + \alpha^2) \delta(k_\alpha' - k_\alpha) + \left( k_\alpha k_\beta + \kappa^2 \frac{k_\alpha}{k_\beta} \right) b^2 \delta(k_\beta' - k_\beta) \right]
\]

(10.55)

Here we used the identity

\[
\delta(f(x)) = \sum_{j=1}^n \frac{\delta(x - x_j)}{|f'(x_j)|}, \quad \text{with } f(x_j) = 0 \text{ and } f'(x_j) \neq 0,
\]

(10.56)

which yields

\[
\frac{\partial k_\alpha}{\partial k_\beta} = \left( \frac{c_1}{c_1} \right) \frac{2}{\kappa} k_\beta, \quad \delta(k_\alpha' - k_\alpha) = \frac{\delta(k_\beta' - k_\beta)}{|\partial k_\alpha/\partial k_\beta|} = \left( \frac{c_1}{c_1} \right) \frac{2}{\kappa} k_\beta \delta(k_\beta' - k_\beta).
\]

(10.57)

We note that all the terms with a principal value cancel each other, and there were many \( \delta \)-functions, which cannot be satisfied, so we have not specified them. Using the above normalization constant the normalized displacement vector \( f(y) \) for a \( P \)-wave becomes:

\[
\begin{align*}
    f_x^{(k,c,P)} &= \sqrt{\frac{k_\beta}{2\pi k_\alpha(1 + k_\beta^2/\kappa^2)}} \left[ e^{ik_\alpha y} - ae^{-ik_\alpha y} + \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\beta y} \right], \\
    f_y^{(k,c,P)} &= 0, \\
    f_z^{(k,c,P)} &= \sqrt{\frac{k_\beta}{2\pi k_\alpha(1 + k_\beta^2/\kappa^2)}} \left[ \frac{k_\alpha}{\kappa} \left( e^{ik_\alpha y} + ae^{-ik_\alpha y} + \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\beta y} \right) \right], \quad m = P.
\end{align*}
\]

(10.58)

When a \( SV \)-wave is the incident wave we have

\[
A = 0, \quad C = 1,
\]

(10.59)
and equations (10.46) yields
\[
B = -\sqrt{\frac{k_\beta}{k_\alpha}} b, \quad D = -a,
\] (10.60)

so the incident SV-wave becomes
\[
f_\phi^{(\kappa,c,SV)} = -\sqrt{\frac{k_\beta}{k_\alpha}} be^{-ik_\alpha y},
\] (10.61a)
\[
f_\psi^{(\kappa,c,SV)} = e^{ik_\beta y} - ae^{-ik_\beta y}.
\] (10.61b)

The corresponding displacement vector \( f(y) \) for SV-wave is
\[
f_x^{(\kappa,c,SV)} = iA^{(\kappa,c,SV)} \kappa \left[ -\sqrt{\frac{k_\beta}{k_\alpha}} be^{-ik_\alpha y} - \frac{k_\beta}{\kappa} (e^{ik_\beta y} + ae^{-ik_\beta y}) \right],
\] (10.62a)
\[
f_x^{(\kappa,c,SV)} = 0,
\] (10.62b)
\[
f_y^{(\kappa,c,SV)} = iA^{(\kappa,c,SV)} \kappa \left[ \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\alpha y} + e^{ik_\beta y} - ae^{-ik_\beta y} \right],
\] (10.62c)

and we find the normalization constant \( A^{(\kappa,c,SV)} \) from
\[
|A^{(\kappa,c,SV)}|^2 \pi \left[ k_\beta \left( k_\alpha + \frac{\kappa^2}{k_\alpha} \right) b^2 \delta(k_\alpha' - k_\alpha) + (\kappa^2 + k_\beta^2)(1 + a^2) \delta(k_\beta' - k_\beta) \right]
\]
\[
= |A^{(\kappa,c,SV)}|^2 \pi \left[ k_\beta \left( k_\alpha + \frac{\kappa^2}{k_\alpha} \right) b^2 \left( \frac{c_1}{c_1} \right)^2 k_\alpha' k_\beta' + (\kappa^2 + k_\beta^2)(1 + a^2) \right] \delta(k_\beta' - k_\beta) \] (10.63)
\[
= |A^{(\kappa,c,SV)}|^2 2\pi (k_\beta^2 + \kappa^2) \delta(k_\beta' - k_\beta) \rightarrow A^{(\kappa,c,SV)} = \frac{1}{\sqrt{2\pi (k_\beta^2 + \kappa^2)}}.
\]

which yields the final expression for the SV-wave
\[
f_x^{(\kappa,c,SV)} = \frac{1}{\sqrt{2\pi (1 + k_\beta^2/\kappa^2)}} \left[ \frac{k_\beta}{k_\alpha} be^{-ik_\alpha y} - \frac{k_\beta}{\kappa} (e^{ik_\beta y} + ae^{-ik_\beta y}) \right],
\] (10.64)
\[
f_x^{(\kappa,c,SV)} = 0,
\]
\[
f_y^{(\kappa,c,SV)} = \frac{1}{\sqrt{2\pi (1 + k_\beta^2/\kappa^2)}} \left[ \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} be^{-ik_\alpha y} + e^{ik_\beta y} - ae^{-ik_\beta y} \right], \quad m = SV.
\]

Note that the P-wave and the SV-wave are orthogonal to each other:
\[
(f^{(\kappa,c,P)} \cdot f^{(\kappa,c,SV)}) \sim ab \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} \left[ \frac{k_\alpha + \kappa}{k_\alpha} \delta(k_\alpha' - k_\alpha) - \frac{k_\beta}{\kappa} \delta(k_\beta' - k_\beta) \right]
\]
\[
= ab \sqrt{\frac{k_\alpha k_\beta}{\kappa^2}} \left[ \frac{k_\alpha + \kappa}{k_\alpha} \left( \frac{c_1}{c_1} \right)^2 \frac{k_\alpha}{k_\beta} - \frac{k_\beta}{\kappa} \right] \delta(k_\beta' - k_\beta) = 0.
\] (10.65)
Having the $P$-wave and the $SV$-wave we will construct a so-called mixed $P−SV$ wave in the following way

$$f(κ,c,±)φ,ψx = ±i√κkαf(κ,c,P)φ,ψx ± i√κkβf(κ,c,SV)φ,ψx, \quad (10.66)$$

or more explicitly

$$f(κ,c,±)φ,ψx = ±i√κkα(eikαy − ζ±e−ikαy), \quad (10.67a)$$

$$f(κ,c,±)ψx = √κkβ(eikβy − ζ±e−ikβy), \quad (10.67b)$$

where

$$ζ± = a ± ib, \quad |ζ±|^2 = a^2 + b^2 = 1. \quad (10.68)$$

The displacement vector $f^±$ for mixed $P−SV$ mode is

$$f(κ,c,±)z = 1/√2[∓i[±i√κkα(eikαy − ζ±e−ikαy) − i√κkβ(eikβy − ζ±e−ikβy)]], \quad (10.69)$$

or more explicitly

$$f(κ,c,±)z = 1/√2[i[eikαy − ζ±e−ikαy] − i[eikβy − ζ±e−ikβy]], \quad (10.70)$$

$$m = ±.$$

**10.2.3 Mode with total reflection, $m = 0$**

In this section we examine the modes which have

$$k_α^2 < 0, k_β^2 > 0 \rightarrow 0 < k_β < κ√c_γ^2/c_γ^2 − 1, \quad (10.71)$$

and define

$$k_α = ik_γ = i√κ[c_γ^2/c_γ^2 − 1] = −k_β, \quad 0 < k_γ < κ√1 − c_γ^2/c_γ^2. \quad (10.72)$$

From the solution of equation (10.44) we see that we need to set $A = 0$, because otherwise we would get exponentially increasing solution as $y → −∞$, which is unphysical. So we start with incident $SV$-wave, i.e.

$$A = 0, \quad C = 1, \quad (10.73)$$

and from (10.46) we find

$$B = −b, \quad D = −a, \quad (10.74)$$

with

$$a = (k_β^2 − κ^2)^2 − 4iκ^2k_γk_β, \quad b = 4κk_β(k_β^2 − κ^2)/(k_β^2 − κ^2)^2 + 4iκ^2k_γk_β. \quad (10.75)$$
The following potentials are obtained

\[ f^{(\kappa,c,0)}_{\phi} = -be^{k'y}, \]  
\[ f^{(\kappa,c,0)}_{\psi_x} = e^{ik'y} - ae^{-ik'y}, \]

and the displacement vector becomes

\[ f^{(\kappa,c,0)}_{z} = -iA^{(\kappa,c,0)}_{\kappa} \left[ be^{k'y} + \frac{k_{\beta}}{\kappa} (e^{ik'y} + ae^{-ik'y}) \right], \]
\[ f^{(\kappa,c,0)}_{x} = 0, \]
\[ f^{(\kappa,c,0)}_{y} = A^{(\kappa,c,0)}_{\kappa} \left[ -k_{\gamma} - e^{ik'y} + i(e^{ik'y} - ae^{-ik'y}) \right]. \]

In this case the normalization constant is

\[ |A^{(\kappa,c,0)}|^{2} \pi \left( 1 + |a|^2 \right) (\kappa^2 + k_{\beta}^2) \delta(k'_{\beta} - k_{\beta}) = |A^{(\kappa,c,0)}|^{2} 2 \pi (\kappa^2 + k_{\beta}^2) \delta(k'_{\beta} - k_{\beta}) \rightarrow A^{(\kappa,c,0)} = \frac{1}{\sqrt{2\pi(\kappa^2 + k_{\beta}^2)}}, \]

and we get the following final expression for a mode with total reflection

\[ f^{(\kappa,c,0)}_{z} = -i \frac{1}{\sqrt{2\pi(1 + k_{\beta}^2/\kappa^2)}} \left[ be^{k'y} + \frac{k_{\beta}}{\kappa} (e^{ik'y} + ae^{-ik'y}) \right], \]
\[ f^{(\kappa,c,0)}_{x} = 0, \]
\[ f^{(\kappa,c,0)}_{y} = \frac{1}{\sqrt{2\pi(1 + k_{\beta}^2/\kappa^2)}} \left[ -k_{\gamma} - e^{ik'y} + i(e^{ik'y} - ae^{-ik'y}) \right], \] \( m = 0. \)

10.2.4 Rayleigh mode, \( m = R \)

In the case of this mode we have

\[ k_{\alpha}^2 < 0, \quad k_{\beta}^2 < 0, \]

and we define

\[ k_{\beta} = ik_{\eta}, \quad k_{\alpha} = ik_{y} = \frac{c_{l}}{c_{l}^2} \sqrt{\kappa^2 \left( \frac{c_{l}^2}{c_{l}^2} - 1 \right) + k_{\eta}^2}. \]

We need to set \( A = C = 0 \) in order not to have exponentially increasing terms in (10.44), and then set of equations (10.46) become

\[ 2ik_{y}B - (\kappa^2 + k_{\eta}^2)D = 0, \]
\[ (\kappa^2 + k_{\eta}^2)B + 2ik_{y}D = 0. \]

In order to have non-trivial solutions the determinant of this set of equations has to be equal to zero, i.e.

\[ (\kappa^2 + k_{\eta}^2)^2 - 4\kappa^2 k_{y}k_{\eta} = 0. \]
which requires the wavevector \( k_\eta \) to be a root \( k_R \) of
\[
\xi^4 + 4\xi^3 + 2(3 - 8\nu)\xi^2 - 4(3 - 4\nu)\xi + 1 = 0, \quad \text{with} \quad \xi = \frac{k_R^2}{\kappa^2}, \quad \nu = \left( \frac{c_t}{c_l} \right) = \frac{1 - 2\sigma}{2(1 - \sigma)},
\]
(10.84)
known as the Rayleigh condition. Note that \( \xi \) has to be in the interval \( \xi \in [0, 1] \).

We set the following coefficients for the Rayleigh mode
\[
A = 0, \quad B = 1, \quad C = 0,
\]
(10.85)
which from (10.82) yields
\[
D = \frac{2\i \kappa k_y}{\kappa^2 + k_\eta^2},
\]
(10.86)
and we get the following potentials
\[
f^{(\kappa, c, R)}_\phi = e^{k_y y},
\]
(10.87a)
\[
f^{(\kappa, c, R)}_\psi = \frac{2\i \kappa k_y}{\kappa^2 + k_\eta^2} e^{k_\eta y}.
\]
(10.87b)
The corresponding displacement vector \( f(y) \) for the Rayleigh mode is
\[
f^{(\kappa, c, R)}_z = i A^{(\kappa, c, R)} \kappa \left[ e^{k_y y} - \frac{2k_y k_\eta}{\kappa^2 + k_\eta^2} e^{k_\eta y} \right],
\]
(10.88a)
\[
f^{(\kappa, c, R)}_x = 0,
\]
(10.88b)
\[
f^{(\kappa, c, R)}_y = A^{(\kappa, c, R)} \kappa \left[ \frac{k_y}{\kappa} e^{k_\eta y} - \frac{2\i \kappa k_y}{\kappa^2 + k_\eta^2} e^{k_\eta y} \right].
\]
(10.88c)

Because the velocity \( k_R \) is discrete for given \( \kappa \), we choose the mode to be normalized to 1 instead of a \( \delta \)-function:
\[
|A^{(\kappa, c, R)}|_2^2 \kappa^2 \int_{-\infty}^{0} \mathrm{d}y \left[ 1 + \frac{k_y^2}{\kappa^2} e^{2k_y y} + \frac{4k_y^2}{\kappa^2 + k_\eta^2} e^{2k_\eta y} - \frac{2k_y}{\kappa^2 + k_\eta^2} (k_y + k_\eta) e^{(k_y + k_\eta)y} \right]
= |A^{(\kappa, c, R)}|_2^2 \kappa \left[ \frac{k_y^2 + k_\eta^2}{2\kappa k_y} + \left( \frac{k_y}{k_\eta} - 2 \right) \frac{2\i \kappa k_y}{k_\eta^2 + k_\eta^2} \right]
= |A^{(\kappa, c, R)}|_2^2 \kappa \left[ \frac{k_y^2 + k_\eta^2}{2\kappa k_y} + \left( \frac{k_y}{k_\eta} - 2 \right) \frac{\kappa^2 + k_\eta^2}{2\i \kappa k_\eta} \right]
= |A^{(\kappa, c, R)}|_2^2 \kappa \frac{(k_y - k_\eta)(\kappa^2 k_y - \kappa^2 k_\eta + 2k_y k_\eta^2)}{2\kappa k_y k_\eta}
= |A^{(\kappa, c, R)}|_2^2 \kappa K(\sigma) \rightarrow A^{(\kappa, c, R)} = \frac{1}{\sqrt{\kappa K(\sigma)}},
\]
(10.89)
with
\[
K(\sigma) = \frac{(k_y - k_\eta)(\kappa^2 k_y - \kappa^2 k_\eta + 2k_y k_\eta^2)}{2\kappa k_y k_\eta^2}.
\]
(10.90)
To obtain completeness in full half-space the completeness of eigenfunctions is proven in [123] and here we will only state the result. Firstly, the complete set of eigenfunctions is satisfied with any constant $\kappa$:

$$\sum_{m,k}\phi_{\kappa,m}(x,y)\phi_{\kappa,m}^*(x,y') = \delta_{ij}\delta(y-y'),$$

or more explicitly

$$f_i^{(\kappa,k_\rho,R)}(y)f_j^{*(\kappa,k_\rho,R)}(y') + \int_0^{\infty} dk_{\rho} f_i^{(\kappa,k_\rho,H)}(y)f_j^{*(\kappa,k_\rho,H)}(y')$$

$$+ \int_0^{\kappa\sqrt{(c/c_i)^2 - 1}} dk_{\rho} f_i^{(\kappa,k_\rho,0)}(y)f_j^{*(\kappa,k_\rho,0)}(y')$$

$$+ \int_{\kappa\sqrt{(c/c_i)^2 - 1}}^{\infty} dk_{\rho} f_i^{(\kappa,k_\rho,+)}(y)f_j^{*(\kappa,k_\rho,+)}(y') + f_i^{(\kappa,k_\rho,-)}(y)f_j^{*(\kappa,k_\rho,-)}(y') = \delta_{ij}\delta(y-y').$$

If we sum over $\kappa$ we get completeness in subspace $zy$

$$\sum_{\kappa,m,k_{\rho}} u_{i,\kappa,m}(r)u_j^{*(\kappa,m)}(r') = \frac{1}{(2\pi)^{2\kappa}} \delta_{ij}\delta(y-y') \int_{-\infty}^{\infty} dke^{i\kappa(z-z')} = \frac{1}{2\pi} \delta_{ij}\delta(y-y')\delta(z-z').$$

To obtain completeness in full half-space $xyz$ we need to construct eigenfunctions $f_i^{(\kappa,k_\rho,m)}$ for an arbitrary direction of the wavevector $k = [k_z,k_x]$. This we obtain by rotating the coordinate plane $z'x'$, where we have the wavevector $k' = [\kappa,0]$, to $zx$, where the wavevector becomes $k = [k_z,k_x]$ with $\kappa = \sqrt{k_z^2 + k_x^2}$. This is achieved by making the transformation

$$f_i^{(k,k_\rho,m)}(y) = R_{ij}f_j^{(k,k_\rho,m)}(y), \quad u_i^{(k_\rho,m)}(r) = \frac{1}{2\pi} f_i^{(k_\rho,m)}(y)e^{i(k_zz + k_xx)},$$

where the rotation matrix $R_{ij}$ is

$$R_{ij} = \begin{pmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{pmatrix},$$

and $\theta$ is the angle of rotation around the $y$ axis with

$$k_z = \kappa \cos \theta, \quad k_x = \kappa \sin \theta.$$
Because the Kroenecker $\delta_{ij}$ is a second rank tensor and is invariant under rotations the subspace completeness (10.92) is carried over to the new coordinate system, and we have

$$
\sum_{k,m,k'_{\beta}} u_{i}^{(k,k'_{\beta},m)}(r)u_{j}^{*(k,k'_{\beta},m)}(r') = \frac{1}{(2\pi)^2} \delta_{ij} \delta(y - y') \int_{-\infty}^{+\infty} dk_{x}e^{ik_{x}(x-x')} \int_{-\infty}^{+\infty} dk_{y}e^{ik_{y}(z-z')} \delta_{ij} \delta(z-z') = \delta_{ij} \delta(r - r').
$$  \hspace{1cm} (10.98)

### 10.4 Quantization of eigenmodes

The equation (10.8) with the boundary condition (10.17), which we rewrite again for convenience

$$
\frac{\partial^2 u}{\partial t^2} = c_i^2 \nabla^2 u + (c_i^2 - c_i^2)\nabla(\nabla \cdot u),
$$  \hspace{1cm} (10.99a)

$$
\sigma_{ij}n_0 = 0, \quad \sigma_{ij} = \rho(c_i^2 - 2c_i^2)\frac{\partial u_k}{\partial x_k} \delta_{ij} + \rho c_i^2 \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right),
$$  \hspace{1cm} (10.99b)

can be formulated as a variational problem with the following Lagrangian

$$
L[v,u] = \frac{\rho}{2} \left(-\Phi[v,u] + \int_{V} dr \left( \frac{\partial v^+}{\partial t} \cdot \frac{\partial u}{\partial t} \right) \right),
$$  \hspace{1cm} (10.100)

where the following sesquilinear form was used:

$$
\Phi[v,u] = \int_{V} dr \left( (c_i^2 - 2c_i^2)(\nabla \cdot v)^*(\nabla \cdot u) + c_i^2(\nabla \times v)^*(\nabla \times u) + 2c_i^2 \frac{\partial v^+}{\partial t} \frac{\partial u}{\partial t} \right) \hspace{1cm} (10.101)
$$

To get the equations of motion we need to use the variational principle for $L[v,u]$. From the above Lagrangian we get the following Hamiltonian

$$
H[v,u] = \frac{\rho}{2} \Phi[v,u] + \frac{1}{2\rho} \int_{V} dr \pi_v^+ \cdot \pi_u, \quad \text{with} \quad \pi_v = \rho \frac{\partial v}{\partial t}, \quad \pi_u = \rho \frac{\partial u}{\partial t},
$$  \hspace{1cm} (10.102)

where $\pi$ is the canonical momentum. Note that the energy of the eigenmode is determined from the general relation

$$
H[u^{(v)}, u^{(v')}] = \rho \omega_{v}^2 \langle u^{(v)}, u^{(v')} \rangle = \rho \omega_{v}^2 \delta_{vv'} |x_v|.
$$  \hspace{1cm} (10.103)

Having the complete set of eigenfunctions (10.98) we expand the phonon field $\hat{u}(r,t)$ as

$$
\hat{u}(r,t) = \sum_{v} \sqrt{\frac{\hbar}{2\rho \omega_v}} \left[ u^{(v)}(r)e^{-i\omega_v t} a_v + u^{*(v)}(r)e^{i\omega_v t} a^+_v \right], \quad \text{with} \quad \omega_{k,k'} = c_l \sqrt{k^2 + |k|^2} > 0,
$$  \hspace{1cm} (10.104)

in terms of the operators $a_v$ and $a^+_v$, which satisfy the following commutation relations

$$
[a_v, a^+_v] = \delta_{vv'}, \quad [a_v, a_{v'}] = 0, \quad [a^+_v, a^+_v] = 0,
$$  \hspace{1cm} (10.105)

or more concretely

$$
[a_{k,k'\beta,m}, a_{k',k\beta',m'}^+] = \delta_{m,m'} \delta_{k,k'} \delta_{k,k'}.
$$  \hspace{1cm} (10.106)

Note that the dimensions of the quantities entering the phonon field are

$$
[\hat{u}(r,t)] = L, \quad [\rho] = ML^{-3}, \quad [\hbar] = ML^2T^{-1}, \quad [\omega_v] = T^{-1}, \quad \sqrt{\frac{\hbar}{2\rho \omega_v}} = L^{5/2},
$$  \hspace{1cm} (10.107)
and for modes $\nu$ with continuous $c$ we have
\[
\left[ \sum_{\nu} \right] = \int dk_x \int dk_y \int dk_z = L^{-3}, \quad [u^{(\nu)}(r)] = 1, \quad [a_{\nu}] = L^{3/2}, \quad (10.108)
\]
and for modes $\nu$ with discrete $c$ we have
\[
\left[ \sum_{\nu} \right] = \int dk_x \int dk_y = L^{-2}, \quad [u^{(\nu)}(r)] = L^{-1/2}, \quad [a_{\nu}] = L. \quad (10.109)
\]
The canonical momentum for the phonon field (10.104) is
\[
\hat{\pi}(r,t) = \rho \frac{\partial \hat{u}(r,t)}{\partial t} = -i \sum_{\nu} \sqrt{\frac{\hbar \rho \omega_{\nu}}{2}} [u^{(\nu)}(r)e^{-i\omega_{\nu}t}a_{\nu} - u^{*(\nu)}(r)e^{i\omega_{\nu}t}a_{\nu}^\dagger], \quad (10.110)
\]
and the following commutation relation is satisfied
\[
[\hat{u}_i(r,t), \hat{\pi}_j(r',t)] = i\hbar \delta_{ij} \delta(r-r'), \quad (10.111)
\]
because of the completeness relation (10.98). We specify the Hamiltonian operator for phonons as
\[
\hat{H}[\hat{u}(r,t), \hat{u}(r,t)] =: \frac{\rho}{2} \Phi[\hat{u}(r,t), \hat{u}(r,t)] + \frac{1}{2\rho} \int_V dr [\hat{\pi}^+(r,t)\hat{\pi}(r,t) + \text{c.c.}], \quad (10.112)
\]
where $:A:$ denotes a normal ordered (Wick ordered) operator. Using relation (10.103) we find that the Hamiltonian operator becomes
\[
\hat{H} = \sum_{\nu} \hbar \omega_{\nu} a_{\nu}^\dagger a_{\nu}. \quad (10.113)
\]
Chapter 11

Transport through the molecular junction

11.1 Heat current and phonon conductance

When there is a temperature difference \( \Delta T = T_L - T_R \) between the leads, the heat current is running through the device. If the electron-phonon coupling is neglected we can define the heat current due to phonons as the rate of change of the energy [as described by Hamiltonian (9.1a)] in one particular lead \( \alpha \) [128–131]:

\[
Q_{\alpha,t} = -\langle \partial_t H_\alpha(t) \rangle = -\frac{i}{\hbar} \langle [H,H_\alpha](t) \rangle. \tag{11.1}
\]

Here \( A(t) = e^{iHt}Ae^{-iHt} \) denotes the Heisenberg evolution of an operator. The commutator in Eq. (11.1) yields

\[
Q_{\alpha,t} = \frac{1}{\rho_\alpha} \sum_{nir} V_{n,i} (r) \langle \pi_{i\alpha}(r,t) \rangle = \frac{i}{\hbar} \sum_{nir} V_{n,i} (r) G_{n,i\alpha,t}^{r<} \tag{11.2}
\]

where \( G_{n,i\alpha,t}^{r<} = -i/\hbar \langle \pi_{\beta}(t)r_{n}(t) \rangle \) is the lesser Green’s function. Note that the shorthand notation \( n \equiv i,m, \beta \equiv i',\alpha,r \) for the labels is used. The same time function \( G_{n,i\alpha,t}^{r<} \) can be expressed in terms of \( G_{n,i\alpha,t'}^{u<} \) as

\[
G_{n,i\alpha,t}^{r<} = \lim_{t' \to t} \frac{\partial}{\partial t'} \rho_\beta G_{n,i\alpha,t'}^{u<} \tag{11.3}
\]

In the steady state the current becomes time independent and can be expressed in the following way

\[
Q_\alpha = Q_{\alpha,t=0} = i\hbar \sum_{nir} \frac{d\omega}{2\pi} V_{n,i} (r) U_{i\alpha}^{r<} = -i\hbar \int d\omega \sum_{nir} V_{n,i} (r) G_{n,i\alpha,\omega}^{u<} \tag{11.4}
\]

where we have the Fourier transformation \( G_{n,\beta,\omega}^{u<} = \int d(t-t')e^{i\omega(t-t')} G_{n,\beta,tt'}^{u<} \). We calculate the above Green’s function entering the current using the Keldysh technique [132] and closely follow Wang et al. [131].

So we need to consider such bosonic contour-ordered Green’s functions

\[
G_{\alpha\beta}^c(\tau,\tau') = -\frac{i}{\hbar} \langle T_\tau a(\tau)b(\tau') \rangle = \begin{cases} G_{\alpha\beta}^>(\tau,\tau'), & \tau > \tau', \\ G_{\alpha\beta}^< (\tau,\tau'), & \tau < \tau' \tag{11.5} \end{cases}
\]

with the following definition of the greater \( G^> \) and the lesser \( G^< \) Green’s functions

\[
G_{\alpha\beta}^>(t,t') = -\frac{i}{\hbar} \langle b(t')a(t) \rangle, \tag{11.6a}
\]

\[
G_{\alpha\beta}^< (t,t') = -\frac{i}{\hbar} \langle a(t)b(t') \rangle \tag{11.6b}
\]
where $a$ and $b$ are bosonic operators, and $c$ is the contour along the real time axis that starts and ends at $t_0$ by passing through $\tau$ and $\tau'$ once (see Figure 11.1a). The contour-ordering operator $T_c$ orders the operators according to the position on the contour of their time arguments, and the relation $\tau > c \tau'$ means that $\tau$ is further along the contour than $\tau'$. We are interested in the stationary state of the system so the initial time is put to $t_0 \to -\infty$, and we extend the largest time along the contour to infinity to obtain the Keldysh contour depicted in Figure 11.1b. Now we consider the following contour-ordered Green’s functions

\[
S_{\beta\beta^{'},\tau\tau'} = -\frac{i}{\hbar} \langle T_c u_{\beta}(\tau) u_{\beta^{'}}(\tau') \rangle,
\]

(11.7a)

\[
G_{\beta\beta^{'},\tau\tau'} = -\frac{i}{\hbar} \langle T_c u_{\beta}(\tau) r_{\beta^{'}}(\tau') \rangle,
\]

(11.7b)

\[
G_{\beta\beta^{'},\tau\tau'} = -\frac{i}{\hbar} \langle T_c r_{\beta}(\tau) u_{\beta^{'}}(\tau') \rangle,
\]

(11.7c)

\[
D_{\beta\beta^{'},\tau\tau'} = -\frac{i}{\hbar} \langle T_c r_{\beta}(\tau) r_{\beta^{'}}(\tau') \rangle,
\]

(11.7d)

which satisfy the equations

\[
G_{\beta\beta^{'},\tau\tau'} = \sum_{\beta_1} S_{\beta_1\beta,\tau\tau'} V_{\beta_1\beta_2} D_{\beta_2\beta^{'},\tau\tau'},
\]

(11.8a)

\[
G_{\beta\beta^{'},\tau\tau'} = \sum_{\beta_1} D_{\beta_1\beta,\tau\tau'} V_{\beta_1\beta_2} S_{\beta_2\beta^{'},\tau\tau'},
\]

(11.8b)

\[
D_{\beta\beta^{'},\tau\tau'} = D_{\beta\beta^{'},\tau\tau'} + \sum_{\beta_1} S_{\beta_1\beta,\tau\tau'} V_{\beta_1\beta_2} G_{\beta_2\beta^{'},\tau\tau'},
\]

(11.8c)

on the Keldysh contour and $\sum_{\tau_1} \to \int c d\tau_1 \ldots$ denotes integration along this contour. The derivation of Eqs. (11.8) is presented in Appendix E. The Green’s functions $D^0$ and $S^0$ are calculated in Appendix F and correspond to Hamiltonian consisting of (9.1b) and the terms $V_{nn'}$ in (9.4). Using the Larkin-Ovchinnikov representation for contour-ordered Green’s functions [133, 134]

\[
G_c \to G = \begin{pmatrix} G^R & G^K \\ 0 & G^A \end{pmatrix},
\]

(11.9)
we can Fourier transform Eqs. (11.8) with respect to the time difference \( t - t' \), to give

\[
G^u_{\beta n', \omega} = \sum_{\beta_1 n_2} S^0_{\beta \beta_1 \omega} V_{\beta_1 n_2} D_{n_2 n', \omega} + \sum_{\beta_1} S^0_{\beta \beta_1 \omega} V_{\beta_1} G^u_{\beta, \omega}, \tag{11.10a}
\]

\[
G^{ru}_{n', \omega} = \sum_{n_1 \beta_2} D_{n n_1 \omega} V_{n_1 \beta_2} S^0_{\beta_2 \beta', \omega} + \sum_{\beta_1} G^{ru}_{n' \omega} V_{\beta_1} S^0_{\beta_1 \beta', \omega}, \tag{11.10b}
\]

\[
D_{n n', \omega} = D^0_{n n', \omega} + \sum_{n_1 \beta_2} D^0_{n n_1 \omega} V_{n_1 \beta_2} D_{n_2 n', \omega} + \sum_{n_1 \beta_2} D^0_{n n_1 \omega} V_{n_1 \beta_2} G^u_{\beta, \omega}. \tag{11.10c}
\]

In Eq. (11.9) \( G^R/G^A/G^K \) denote respectively retarded/advanced/Keldysh Green’s functions, which for bosonic operators \( a \) and \( b \) are defined as

\[
G^R_{ab}(t, t') = -\frac{i}{\hbar} \theta(t-t') \langle [a(t), b(t')] \rangle, \tag{11.11a}
\]

\[
G^A_{ab}(t, t') = \frac{i}{\hbar} \theta(t'-t) \langle [a(t), b(t')] \rangle, \tag{11.11b}
\]

\[
G^K_{ab}(t, t') = -\frac{i}{\hbar} \langle [a(t), b(t')] \rangle. \tag{11.11c}
\]

By neglecting the subscripts in the equations (11.8) and (11.10), they can be written more abstractly

\[
G^u = S^0 V D + S^0 V G^u, \tag{11.12a}
\]

\[
G^{ru} = D V S^0 + G^{ru} V S^0, \tag{11.12b}
\]

\[
D = D^0 + D^0 V D + D^0 V G^u, \tag{11.12c}
\]

which can be expressed as

\[
G^u = S^0 V D, \tag{11.13a}
\]

\[
G^{ru} = D V S^0, \tag{11.13b}
\]

\[
D = D^0 + D^0 V G^u, \tag{11.13c}
\]

where we have introduced frequency shifted lead Green’s function \( \tilde{S}^0 = [1 - S^0 V]^{-1} S^0 \) and molecule Green’s function in the normal mode basis \( \tilde{D}^0 = [1 - D^0 V]^{-1} D^0 \). After inserting Eq. (11.13a) into Eq. (11.13c) we obtain the Dyson equation for the molecule

\[
D = \tilde{D}^0 + \tilde{D}^0 \Sigma D, \quad \Sigma = V \tilde{S}^0 V, \tag{11.14}
\]

with the self-energy \( \Sigma \). In the calculation we will need separately the self-energy due to left and right lead, which explicitly reads

\[
\Sigma_{n n', a} = \sum_{i_1 i_2} V_{n, i_1, a}(r_1) \tilde{S}^0_{i_1 i_2 a, \omega} V_{i_2, n', a}(r_2), \quad a = L, R, \tag{11.15}
\]

where we have suppressed the frequency subscript for the self-energy.

Now we will express the heat current in terms of the molecule Green’s function \( D \). Using Eq. (11.13b) and the following Langreth rule \( G^{ru,K} = D^0 V \tilde{S}^{0,K} + D^0 V \tilde{S}^{0,A} \), which can be seen from the Larkin-Ovchinnikov representation (11.9), we obtain

\[
Q_\alpha = -\hbar \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \omega \Tr [D^R \Sigma^K_\alpha + D^K \Sigma^A_\alpha], \tag{11.16}
\]
We consider the operation of the device at room temperature. When the temperature difference is small the Eq. (11.19) yields the following linear phonon conductance

\[
\kappa_p = \hbar \int_0^{+\infty} \frac{d\omega}{2\pi} \omega T_p(\omega)\left(\frac{\partial n(\omega, T)}{\partial T}\right), \quad \frac{\partial n(T)}{\partial T} = \frac{k_B}{\hbar \omega} \frac{x^2 e^x}{(e^x - 1)^2}, \quad x = \frac{\hbar \omega}{k_B T}.
\]

We consider the operation of the device at room temperature \(T = 300\) K. For molecules examined in this paper the typical energies of the center of mass vibrational modes are smaller than room temperature, so the phonon conductance corresponding to these modes saturates and becomes temperature independent, i.e.,

\[
\kappa_p \xrightarrow{T \to +\infty} k_B \int_0^{+\infty} \frac{d\omega}{2\pi} T_p(\omega), \quad \frac{\partial n(T)}{\partial T} \to \frac{k_B}{\hbar \omega}.
\]

### 11.1.1 Single mass model

When there is a single mass \(M_1\) (see Figure 11.2) in the junction we have only coupling to the leads

\[
K_{i1,iL}(r) = K_{iL} \delta(r - r_L), \quad K_{i1,iR}(r) = K_{iR} \delta(r - r_R),
\]

which gives the following mass weighted coordinate couplings \(V\) to a single point

\[
V_{i1,i} = \frac{K_{iL} + K_{iR}}{M_1} \equiv \omega_i^2, \quad V_{ia} = \frac{K_{ia}}{M_a}, \quad V_{i1,ia} = -\frac{K_{ia}}{\sqrt{M_1 M_a}}.
\]

In such a case we obtain the following phonon transmission function

\[
T_{\text{one}}(\omega) = \left(\frac{K_{iL} K_{iR}}{M_1}\right)^2 \left[\frac{2 K_{iL} b_{iL}}{\omega^2 - \omega_1^2 + \frac{K_{iL}^2}{M_1} a_{iL} - \frac{K_{iR}^2}{M_1} a_{iR}} + \frac{K_{iR}^2}{M_1} b_{iL} + \frac{K_{iL}^2}{M_1} b_{iR}\right]^2.
\]
where $\tilde{a}_{ia}$ and $\tilde{b}_{ia}$ describe real and imaginary parts of frequency shifted lead Green’s function

$$\tilde{S}_{ia_{rad},ia_{rad},ao}^{0,R} = M_a(\tilde{a}_{ia} + i\tilde{b}_{ia}),$$  
(11.26a)

$$\tilde{a}_{ia} = \frac{a_{ia} - K_{ia}(a_{ia}^2 + b_{ia}^2)}{(1 - K_{ia}a_{ia}^2 + (K_{ia}b_{ia})^2)}, \quad \tilde{b}_{ia} = \frac{b_{ia}}{(1 - K_{ia}a_{ia})^2 + (K_{ia}b_{ia})^2},$$  
(11.26b)

with $a_{ia}$ and $b_{ia}$ being real and imaginary parts of non-interacting lead Green’s function

$$S_{ia_{rad},ia_{rad},ao}^{0,R} = M_a(a_{ia} + ib_{ia}),$$  
(11.27)

where

$$a_{ia} = -\frac{A_{ia}}{\pi} \left(2\omega_D + \omega \ln \left|\frac{\omega_D - \omega}{\omega_D + \omega}\right| \right), \quad b_{ia} = -A_{ia}\omega\theta(|\omega| - \omega_D),$$  
(11.28)

and the coefficients $A_{ia}$ for gold (Au) substrate are obtained in Appendix F.1. We use the transmission (11.25) to get black dotted lines in Figure 11.3.

### 11.1.2 Two masses model

When there are two masses $M_1$ and $M_2$ (see Figure 9.1a) in the junction we have the spring constants (9.2) which give the following mass weighted coordinate couplings $V$ to a single point

$$V_{i1,i1} = \frac{K_i + K_{iL}}{M_1}, \quad V_{i2,i2} = \frac{K_i + K_{iR}}{M_2}, \quad V_{i1,i2} = \frac{K_{iL}}{\sqrt{M_1M_2}}, \quad V_{i2,i1} = -\frac{K_{iR}}{\sqrt{M_1M_2}},$$  
(11.29)

Then we get such a phonon transmission function

$$T_{two}^i(\omega) = \left(\frac{K_{iL}K_{iR}}{M_1M_2}\right)^2 \frac{2\tilde{b}_{iL}\tilde{b}_{iR}}{R^2 + I^2},$$  
(11.30)

where all relevant functions entering the above transmission are expressed as

$$R = (\omega^2 - \omega_{L}^2)(\omega^2 - \omega_{R}^2) + \frac{K_{iL}^2}{M_1} + \frac{K_{iR}^2}{M_2},$$  

$$I = \left(\omega^2 - \omega_{L}^2 + \omega_{R}^2 \right) \left(\omega^2 - \omega_{L}^2\right),$$  

$$\omega_{L}^2 = \frac{\omega_{L1}^2 + \omega_{L2}^2}{2} \pm \Delta_i, \quad \Delta_i = \sqrt{\delta_i^2 + V_{i1,i2}^2}, \quad \delta_i = \frac{\omega_{L1}^2 - \omega_{L2}^2}{2},$$  

(11.31a)

(11.31b)

(11.31c)
TRANSPORT THROUGH THE MOLECULAR JUNCTION

Figure 11.3: Phonon conductance $\kappa_p$ dependence on the middle spring constant in $y$ direction. The units of phonon conductance $\kappa_p$ and spring constant $K$ are $\kappa_0 = 49$ pW/K and $K_0 = 12.7$ N/m. Also in a) the couplings to the leads are $K_L = K_R = 1.0$ and in b) the masses are $M_1 = M_2 = 10.0$. Figures c) and d) show zoom of phonon conductance for small values of $K$ of e) and f), respectively. We want to use particular molecules, which have spring constants below the black dotted lines, corresponding to a model with a single mass in the junction.

The frequencies $\omega_{1h}^2$ correspond to normal vibrational modes and are derived in Appendix G.

Now we will discuss the saturated phonon conductance (11.22) dependence on the parameters of the model. We note that in calculations we use elastic parameters for gold (Au), which has mass density $\rho = 19.3$ kg/cm$^3$, Young modulus $E_Y = 77.5$ GPa, and Poisson ratio $\sigma = 0.42$ [139, 140]. These elastic parameters yield the longitudinal velocity $c_l = \sqrt{E_Y (1-\sigma)/\rho (1+\sigma)(1-2\sigma)} \approx 3.20$ km/s and transverse velocity $c_t = \sqrt{E_Y / \rho (1+\sigma)} \approx 1.19$ km/s. We use bulk Debye temperature $T_D = 170$ K for frequency cut-off, which corresponds to $\omega_D \approx 22.2$ THz [54]. The units of spring constant, mass, and heat conductance respectively are: $K_0 = 1/A_{\perp} \omega_D \approx 12.7$ N/m, $M_0 = 1/A_{\perp} \omega_D^3 \approx 15.3 m_H$, $\kappa_0 = k_B \omega_D / 2\pi \approx 49$ pW/K, where $m_H$ is the mass of a hydrogen atom and $A_{\perp} = 1.445/4\pi \rho c_t^2$.

Figure 11.3 shows the typical phonon conductance dependence on the middle spring constant in the $y$ direction. Figure 11.3a depicts this dependence for different masses asymmetry, fixed total mass $M = M_1 + M_2$, and symmetric coupling to the leads $K_L = K_R$. In the case of symmetric masses $M_1 = M_2$ the conductance overshoots the value of conductance compared to when there is a single mass in the junction. However, if the masses are very asymmetric, this overshooting does not happen. The situation when masses are symmetric $M_1 = M_2$, but the coupling to the leads is changed is shown in Figure 11.3b. In this case we see that the more asymmetric the couplings the more the phonon conductance is reduced (the sum of the couplings to the left $K_L$ and the right $K_R$...
leads is being kept constant). We note that in the considered model the transmission separates for different directions \( T_p = T_p^x + T_p^y + T_p^z \) and that for \( z \) and \( x \) directions the dependence is analogous.

As we can see from the typical behavior in Figure 11.3c,d our aim is to have phonon conductance below the dotted black line corresponding to conductance with single mass \( M = M_1 + M_2 \) in the junction.

The dependence on the total mass when the masses are symmetric is depicted in Figure 11.4a, 11.5a, 11.6a for different middle spring constants \( K \) corresponding to values shown by gray vertical lines in Figure 11.3a. The heat conductance decreases with increasing total mass, except for the region of very small masses, which correspond to the case when the frequencies \( \omega_{1,k} \) are pushed out of the interval \([0, \omega_D]\). For symmetric coupling to the leads for fixed mass sum \( M = M_1 + M_2 \) the conductance tends to go down with increased masses asymmetry as can be seen in Figure 11.4b, 11.5b, 11.6b. However, if the coupling to the leads is asymmetric the heat conductance maximum is being shifted. For example, if \( K_L > K_R \), then the maximum will appear for \( M_1 > M_2 \) [the relevant parameters to determine this are \( K_L/M_1 \) and \( K_R/M_2 \) as can be seen from expressions (11.31a) and (11.31b)]. The effect of coupling strength to the leads is shown in Figure 11.7a, 11.8a, and on coupling asymmetry in Figure 11.7b, 11.8b. It can have all sorts of behaviors depending on the actual values of \( K \) and \( K_L = K_L + K_R \).

Figure 11.4: a) Conductance dependence on total mass \( M = M_1 + M_2 \), when the masses are symmetric \( M/2 = M_1 = M_2 \). b) Conductance dependence on masses asymmetry when total mass is being fixed.
Figure 11.5: The same as Figure 11.4 only with $K = 1.0$

Figure 11.6: The same as Figure 11.4 only with $K = 5.0$
Figure 11.7: a) Conductance dependence on total coupling to the leads $K_l = K_L + K_R$, when the couplings are symmetric $K_l/2 = K_L = K_R$. b) Conductance dependence on coupling asymmetry when total coupling is being fixed.

Figure 11.8: The same as Figure 11.7 only with $K = 1.0$
11.2 Figure of merit \( ZT \)

To describe the thermoelectric efficiency of the molecules in the junction, we will calculate the dimensionless figure of merit \( ZT \), which is given by [141]

\[
ZT = \frac{S^2 \sigma_e T}{\kappa_e + \kappa_p},
\]

(11.32)

where \( S \) is the Seebeck coefficient, \( \sigma_e \) is the electronic conductance, \( \kappa_e \) is the electron contribution to the thermal conductance, and \( T \) denotes temperature. The numerator in Eq. (11.32) gives the power production of the device and the denominator is a measure of the heat current. Because we neglect the electron-phonon coupling in our calculations, the quantities \( S, \sigma_e, \) and \( \kappa_e \) will be expressed through the electron transmission \( T_e(E) \) [142–144]. Once the electron transmission function \( T_e(E) \) is known the electric and heat currents due to electrons can be expressed using Landauer-Büttiker type expressions

\[
I_e = \frac{2e}{h} \int_{-\infty}^{+\infty} dE (f_L - f_R) T_e(E),
\]

(11.33a)

\[
Q_e = \frac{2}{h} \int_{-\infty}^{+\infty} dE (E - \mu_{hot}) (f_L - f_R) T_e(E),
\]

(11.33b)

where \( f_\alpha = 1/\exp[\beta_\alpha (E - \mu_\alpha)] + 1 \) is the Fermi-Dirac distribution, \( e \) denotes the absolute value of the electron charge, and \( \mu_{hot} \) is the chemical potential of the hot lead. If the temperature difference \( \Delta T = T_L - T_R \) and the applied bias \( \Delta V = -\Delta \mu/e = -(\mu_L - \mu_R)/e \) are small compared to \( T = (T_L + T_R)/2 \) and \( \mu = (\mu_L + \mu_R)/2 \), i.e., \( |\Delta T/T| \ll 1 \) and \( |\Delta \mu/\mu| \ll 1 \), then we can expand the distribution function \( f_\alpha \) to lowest order around a point \((\mu, T)\) as

\[
f(\mu_\alpha, T_\alpha) \approx f(\mu, T) + \frac{\partial f(\mu, T)}{\partial \mu}(\mu_\alpha - \mu) + \frac{\partial f(\mu, T)}{\partial T}(T_\alpha - T)
\]

(11.34)

Using the above relation the difference between Fermi-Dirac distributions becomes

\[
-(f_L - f_R) \approx \frac{\partial f(E, \mu_\alpha, T_\alpha)}{\partial E} \Delta \mu + \frac{\partial f(E, \mu, T)}{\partial E} (E - \mu) \frac{\Delta T}{T},
\]

(11.35)

and the electrical with the heat currents given in Eq. (11.33) can be expressed as

\[
I_e \approx e^2 L_0 \Delta V - eL_1 \frac{\Delta T}{T},
\]

(11.36a)

\[
Q_e \approx -eL_1 \Delta V + L_2 \frac{\Delta T}{T},
\]

(11.36b)

where

\[
L_m = \frac{2}{h} \int_{-\infty}^{+\infty} dE (E - \mu)^m \left( -\frac{\partial f(E, \mu, T)}{\partial E} \right) T_e(E).
\]

(11.37)

Then the linear transport coefficients \( S, \sigma_e, \) and \( \kappa_e \) are determined in the following way

\[
\sigma_e = \frac{I_e}{\Delta V} \bigg|_{\Delta T=0} = e^2 L_0,
\]

(11.38a)

\[
S = -\frac{\Delta V}{\Delta T} \bigg|_{L_1=0} = -\frac{1}{eT} L_1,
\]

(11.38b)

\[
\kappa_e = \frac{Q_e}{\Delta T} \bigg|_{L_2=0} = \frac{1}{T} \left( L_2 - \frac{L_1^2}{L_0} \right).
\]

(11.38c)
11.3 π-stacked molecules

![Molecules](image)

Figure 11.9: The considered molecules for π-stacking.

Having discussed in Section 11.1.2 how the molecules can be divided into two parts to reduce the phonon conductance $\kappa_p$, we try to come up with some molecular structures where these conditions are realized (see Figure 11.3). In this section we propose that this could be achieved by π-stacked molecules, where we hope that π-stacking yields soft mechanical connection (weak spring constant) between two masses. The considered molecules for π-stacking are shown in Figure 11.9. We examine the following four stackings $\mathcal{M}_1\mathcal{M}_1$, $\mathcal{M}_1\mathcal{M}_2$, $\mathcal{M}_2\mathcal{M}_2$, and $\mathcal{M}_3\mathcal{M}_4$. We note that all spring constants were obtained using density functional theory (DFT) by finding the energy landscape for the molecules and then it is fitted to Hook’s law.\(^1\) The obtained coupling to the leads for all isolated units are presented in Ref. [145].

\(^1\) The DFT calculations were performed by Qian Li and Gemma C. Solomon and details of the calculations are presented in Ref. [145].
The dependence of the phonon conductance for arbitrary middle spring constants $K_i$ in different directions for considered stackings is shown in Figure 11.10, where solid circles denote the conductance calculated with the middle spring constants obtained from DFT. The values of $K_i$, the resulting phonon conductances $\kappa_{t\text{wo}}$, $\kappa_{\text{one}}$ in three different directions, and comparison of total phonon conductance $\kappa_{\text{two}}$ between two masses and a single mass $M = M_1 + M_2$ conductance $\kappa_{\text{one}}$ is summarized in Table 11.1.

We see that for all molecules, due to the small middle spring constant, the conductance is significantly reduced in the $y$ direction compared to the case if there would be a single mass in the junction. Also the phonon density of states and the coupling to the leads is the largest in the $y$ direction. In all cases in the $z$ direction and for stackings $M_2 M_2$, $M_3 M_3$ in the $x$ direction the conductance is larger than in the single mass case. However, due to the large reduction in the $y$ direction the overall phonon conductance becomes smaller for the stackings $M_1 M_1$, $M_1 M_2$, $M_3 M_4$. Note that the largest reduction is for stacking $M_1 M_2$, which has asymmetric masses. So the suggested mechanism for reduction of phonon conductance is partially exploited with $\pi$-stacked molecules.

To describe the thermoelectric efficiency of $\pi$-stacked molecules in the junction, we calculate the dimensionless figure of merit $ZT$, which is given by Eq. (11.32). The resulting $ZT$ as a function of chemical potential $\mu$ at room temperature $T = 300$ K for all considered stackings is depicted in Figure 11.11, when the electron transmission $T_e(E)$ is calculated using DFT. For the stacking $M_1 M_2$, which had the largest reduction in phonon conductance, we see that the optimized values...
Table 11.1: The values of the middle spring constant $K_i$ obtained from DFT, the resulting phonon conductances $\kappa_{i\text{two}}$, $\kappa_{i\text{one}}$ in three different directions, and comparison of total phonon conductance $\kappa_{\text{two}}$ between two masses and a single mass phonon conductance $\kappa_{\text{one}}$. The blue values of conductance denote situation when $\kappa_{\text{two}} < \kappa_{\text{one}}$ and the red ones vice versa.

<table>
<thead>
<tr>
<th>$M_i M_j$</th>
<th>$M_1 M_1$</th>
<th>$M_1 M_2$</th>
<th>$M_2 M_2$</th>
<th>$M_3 M_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_x$</td>
<td>0.137</td>
<td>0.129</td>
<td>0.568</td>
<td>0.147</td>
</tr>
<tr>
<td>$K_y$</td>
<td>0.056</td>
<td>0.090</td>
<td>0.275</td>
<td>0.129</td>
</tr>
<tr>
<td>$K_z$</td>
<td>1.161</td>
<td>2.414</td>
<td>3.586</td>
<td>2.041</td>
</tr>
<tr>
<td>$\kappa_{x\text{two}}$</td>
<td>0.062</td>
<td>0.024</td>
<td>0.129</td>
<td>0.065</td>
</tr>
<tr>
<td>$\kappa_{y\text{two}}$</td>
<td>0.007</td>
<td>0.010</td>
<td>0.092</td>
<td>0.033</td>
</tr>
<tr>
<td>$\kappa_{z\text{two}}$</td>
<td>0.135</td>
<td>0.093</td>
<td>0.083</td>
<td>0.114</td>
</tr>
<tr>
<td>$\kappa_{x\text{one}}$</td>
<td>0.126</td>
<td>0.093</td>
<td>0.073</td>
<td>0.103</td>
</tr>
<tr>
<td>$\kappa_{y\text{one}}$</td>
<td>0.182</td>
<td>0.138</td>
<td>0.111</td>
<td>0.152</td>
</tr>
<tr>
<td>$\kappa_{z\text{one}}$</td>
<td>0.066</td>
<td>0.047</td>
<td>0.037</td>
<td>0.053</td>
</tr>
<tr>
<td>$\kappa_{\text{two}}$</td>
<td>0.204</td>
<td>0.127</td>
<td>0.304</td>
<td>0.212</td>
</tr>
<tr>
<td>$\kappa_{\text{one}}$</td>
<td>0.374</td>
<td>0.278</td>
<td>0.221</td>
<td>0.308</td>
</tr>
</tbody>
</table>

Figure 11.11: The figure of merit $ZT$ dependence on the chemical potential $\mu$ at room temperature $T = 300$ K for all considered stackings with electronic transmission $T_e(E)$ obtained from DFT. The solid black curves show $ZT$ when system has a weak link in the middle (two masses model) and dashed blue curves show $ZT$ when the center of mass vibrational degrees of freedom are described by single mass in the junction.
of $ZT$ are considerably increased compared to the case of a single mass in the junction. For all other stackings the main contribution to the thermal transport comes from electrons, and the effect of a change in the phonon conductance is not substantial. We also see that the values of $ZT$ for the examined molecules are not large, which is, however, mainly due to the electronic properties. One possibility of increasing $ZT$ is to reduce the electronic coupling to the leads, which can be done without significantly altering the mechanical coupling. It has been shown [7, 117, 146, 147] that in the limit of a small electronic coupling, $ZT$ in Eq. (11.32) becomes infinite if the molecular resonances can be correctly positioned relative to the lead Fermi level and if $\kappa_p$ is neglected. In this case, the efficiency is limited only by the phonon heat current and our mechanism can lead to a large improvement. To illustrate this we show in Figure 11.12 the maximal $ZT_m$ value dependence on the coupling strength, for the stacking $M_1 M_2$, when the electron transmission has the form of resonant level, i.e.,

$$T_e(E) = \frac{\Gamma^2}{(E - \varepsilon_d)^2 + \Gamma^2},$$  \hspace{1cm} (11.39)

where $\varepsilon_d$ is the position of the level and $\Gamma$ denotes coupling strength to the leads. Here the difference between spinful and spinless cases is that for spinless case we use functions $L_m$ Eq. (11.37) without a factor of $2$. We note that the Coulomb interactions do not alter the result very much, the only thing is that the resonant level effectively becomes spinless, as was shown by Leijnse et al. [148].

Figure 11.12: a), b) Maximal figure of merit $ZT_m$ dependence on the coupling strength $\Gamma$, for the stacking $M_1 M_2$, when spinful resonant level electronic transmission $T_e(E)$ is used. The red dashed-dotted line gives behavior of $ZT_m$ when there is no phonon conductance $\kappa_p = 0$. c), d) The position of the level $\varepsilon_d$ with respect to the chemical potential of the leads $\mu$ at which $ZT$ is maximized.
Conclusions for Part III

In the third part of the thesis we have examined molecular junctions used as thermoelectric devices, where we have addressed a question of reducing the phonon conductance due to center of mass vibrational modes of the molecule. So we have proposed a simple mechanism, which is based on the idea of vibrationally decoupling the left lead from the right lead (see Figure 9.1). This is achieved by dividing the system into two sub-units, which have a soft mechanical connection between them (small spring constant). Of course, in order to be a good thermoelectric device the junction should maintain electrical conductivity. To describe and to analyze the possible reduction of the phonon conductance as a function of different parameters (masses of the molecules and spring constants) we have set up a simplified model for which the exact transmission for phonons is obtained. As a possible realization of the mechanism we have examined π-stacked molecules, which partially exploit the suggested mechanism. The relevant spring constants needed to describe the junction with π-stacked molecules were obtained using density functional theory (DFT).
Part IV

Appendices
Appendix A

Finite temperature integral appearing in second order expansion

In this Appendix we describe the calculation of the integral

\[ I = \int_{-D}^{D} \frac{f(\xi)}{\xi + a + i\eta} d\xi = \int_{-\beta D}^{\beta D} \frac{f(x/\beta)}{x + \beta a + i\beta \eta} \to \int_{-R}^{R} \frac{dx}{e^{x} + 1}(x + \alpha + i\eta) \]  

for finite temperature. Here \( i\eta = +i0 \) is infinitesimal imaginary part so after the arrow we have replaced \( i\beta \eta \to i\eta \), and denoted \( \alpha = \beta a, R = \beta D \). We are interested in asymptotic value of integral \( I \), when \( R \to +\infty \) and \( R >> |\alpha| \). We go to complex plane and apply contour depicted in Figure A.1, where we will let \( j \to +\infty \), \( j \in \mathbb{N} \). According to residue theorem the integral around this contour is equal to \( 2\pi i \) times the sum of all residues enclosed by this contour, which yields

\[ I + I_1 + I_2 + I_3 = -2\pi i \sum_{n=0}^{j-1} \frac{1}{(2n+1)\pi i + \alpha + i\eta} \eta \to +0 = \Psi_0\left(\frac{1}{2} + \frac{\alpha}{2\pi i}\right) - \Psi_0\left(\frac{j}{2} + \frac{\alpha}{2\pi i}\right), \]  

where we used that all residues appear due to poles of Fermi function \( \frac{1}{e^{z} + 1} \), which are at \( z_0 = (2n+1)\pi i, k \in \mathbb{N} \), and

\[ \text{Res} \left( \frac{1}{z_0 + \alpha + i\eta} \right) = -\frac{1}{(2n+1)\pi i + \alpha + i\eta}. \]  

We also expressed the sum in (A.2) in terms of digamma function defined as

\[ \Psi_0(z) = -\gamma + \sum_{n=0}^{\infty} \left( \frac{1}{n+1} - \frac{1}{n+z} \right) \]  

where \( \gamma \approx 0.577 \) is Euler-Mascheroni constant.

\[ I_1^{\eta \to +0} = \int_{0}^{\infty} \frac{id\nu}{(e^{i\nu + R} + 1)(i\nu + R + \alpha)} \approx i e^{-R} \int_{0}^{\infty} \frac{e^{-i\nu} d\nu}{i\nu + R + \alpha} = E_1(R + \alpha) e^{\alpha} \approx e^{-R} R \to 0, \]  

\[ I_2^{\eta \to +0} = -\int_{-R}^{R} \frac{dx}{(e^{2\pi i \nu + 1})(2\pi i \nu + x + \alpha)} j \to +\infty \to 0, \]  

\[ I_3^{\eta \to +0} = -\int_{0}^{+2\pi j} \frac{id\nu}{(e^{i\nu - R} + 1)(i\nu - R + \alpha)} \approx -\int_{0}^{+2\pi j} \frac{id\nu}{i\nu - R} = -\ln \sqrt{1 + \left(\frac{2\pi j}{R}\right)^2} + i \arctan\left(\frac{2\pi j}{R}\right), \]  

(A.5a)  

(A.5b)  

(A.5c)
where we used the following asymptotic expansion
\[ E_1(x) \xrightarrow{x \rightarrow +\infty} e^{-x} \left[ \frac{1}{x} + O\left(\frac{1}{x^2}\right) \right]. \] (A.6)

Now combining (A.2) with (A.5) and taking the \( j \rightarrow +\infty \) limit afterwards we get
\[
I \approx \Psi_0 \left( \frac{1}{2} + \frac{\alpha}{2\pi i} \right) - \ln \frac{R}{2\pi} - i\frac{\pi}{2} = \Re \left[ \Psi_0 \left( \frac{1}{2} + \frac{\alpha}{2\pi i} \right) \right] - \ln \frac{R}{2\pi} - i\pi f(\alpha),
\] (A.7)

where the following asymptotic expansion was used
\[ \Psi_0(x) \xrightarrow{x \rightarrow +\infty} \ln(x) + O\left(\frac{1}{x}\right), \] (A.8)

and the identity
\[
\Im \left[ \Psi_0 \left( \frac{1}{2} + ix \right) \right] = \frac{\pi}{2} \tanh(\pi x) = \pi \left( \frac{1}{2} - f(2\pi x) \right), \quad f(x) = \frac{1}{e^x + 1}. \] (A.9)
Appendix B

Fourth order corrections to energy shifts

In this Appendix we examine fourth order term

\[ H^{(4)}_{mn'} = \frac{1}{2} \sum_{l,l',m''} H_{m'l'}^T H_{l'l''}^T H_{l''m'}^T H_{m''l'}^T \left[ \frac{1}{(E_m - E_l)(E_m - E_{l'})} \right] \left[ \frac{1}{(E_{m'} - E_l')(E_{m'} - E_{m''})} \right] \]

of perturbation expansion in tunneling Hamiltonian \( H_T \).

B.1 1st Expression

We start by considering term of the form

\[ \frac{1}{2} \sum_{l,l',m''} H_{m'l'}^T H_{l'l''}^T H_{l''m'}^T H_{m''l'}^T \left[ \frac{1}{(E_m - E_l)(E_m - E_{l'})} \right] \left[ \frac{1}{(E_{m'} - E_l')(E_{m'} - E_{m''})} \right] \]

where we will use following notation for tunneling Hamiltonian

\[ H_T = \sum_{ab} \left( t_{ab} c_a^d b_d + t_{ab}^* d_a^c b_c \right), \]

with short-hand notations:

\[ a = \alpha \nu \sigma, \quad b = n, \quad t_{ab} = t_{\alpha \nu \sigma n}. \]

The only non-vanishing terms are of the type

\[ t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|c_1^1 d_1^1 l|)(l|d_1^2 c_2^2 l')(l'|d_2^3 c_3^3 l'')(l''|d_4^4 c_4^4 m') \] (B.5a)

\[ t_{a_1 b_1}^* t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|d_1^1 c_1^1 l|)(l|d_2^2 c_2^2 l')(l'|d_3^3 c_3^3 l'')(l''|c_4^4 d_4^4 m') \] (B.5b)

\[ t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3}^* t_{a_4 b_4}^* (m|c_1^1 d_1^1 l|)(l|d_1^2 c_2^2 l')(l'|d_2^3 c_3^3 l'')(l''|d_4^4 c_4^4 m') \] (B.5c)

\[ t_{a_1 b_1}^* t_{a_2 b_2} t_{a_3 b_3}^* t_{a_4 b_4} (m|d_1^1 c_1^1 l|)(l|d_2^2 c_2^2 l')(l'|d_3^3 c_3^3 l'')(l''|c_4^4 d_4^4 m') \] (B.5d)

\[ t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3}^* t_{a_4 b_4}^* (m|c_1^1 d_1^1 l|)(l|d_1^2 c_2^2 l')(l'|d_2^3 c_3^3 l'')(l''|c_4^4 d_4^4 m') \] (B.5e)

\[ t_{a_1 b_1}^* t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4}^* (m|d_1^1 c_1^1 l|)(l|d_1^2 c_2^2 l')(l'|d_2^3 c_3^3 l'')(l''|c_4^4 d_4^4 m'), \] (B.5f)
and they can be rewritten as
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ f_{a_1 b_1} f_{a_2 b_2} f_{a_3 b_3} f_{a_4 b_4} \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \times (LR|c_1^s \rangle \langle c_2^s | LR) \]
where \(|D\), \(|\delta\) correspond to the dot states and \(|LR\), \(|\lambda\) to the lead states. We also use short-hand notation
\[ c_i = c_{a_i}, \quad d_i = d_{b_i}, \]
\[ (B.7) \]
1. Let's evaluate (B.6a) term. We see that the matrix element with the lead states will not vanish if either
\[ a_1 = a_3, \quad a_2 = a_4 \quad \text{or} \quad a_1 = a_4, \quad a_2 = a_3, \quad \text{and} \quad a_1 \neq a_2. \]
\[ (B.8) \]
so we end up with
\[ \sum_{\lambda, \lambda', \lambda''} \langle LR|c_1^s \rangle \langle LR|c_2^s | LR \rangle = (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ (B.9) \]
which at finite temperature will give the following contribution
\[ \frac{1}{2} \sum f_1 f_2 \left\{ - \frac{M\{a_1 a_2 a_3 a_4\}}{(E_1 + E_2 - E_3)(E_1 + E_2 - E_4)(E_1 + E_2 - E_5)(E_1 + E_2 - E_6)} \right\} \]
\[ (B.11) \]
where
\[ M\{a_1 a_2 a_3 a_4\} = \langle D[d_1^s | \delta \rangle \langle \delta | d_2^s \rangle \langle \delta | d_3^s \rangle \langle \delta | d_4^s \rangle | D \rangle \]
\[ (B.12) \]
and \(s_i \in \{1, \dagger\}\) corresponds to either performing Hermitian conjugate \(\dagger\) or doing nothing 1. Also summation over all possible indices is implied and
\[ E_i \in [E_D, E_{D'}]. \]
\[ (B.13) \]
2. As in previous case term (B.6b) will not vanish if either
\[ a_1 = a_3, \quad a_2 = a_4 \quad \text{or} \quad a_1 = a_4, \quad a_2 = a_3, \quad \text{and} \quad a_1 \neq a_2. \]
\[ (B.14) \]
so we end up with
\[ \sum_{\lambda, \lambda', \lambda''} \langle LR|c_1^s \rangle \langle LR|c_2^s | LR \rangle = (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ (B.15) \]
\[ \sum_{\lambda, \lambda', \lambda''} \langle LR|c_1^s \rangle \langle LR|c_2^s | LR \rangle = (LR|c_1^s \rangle \langle c_2^s | LR) \]
\[ (B.16) \]
and the contribution of this term is
\[
\frac{1}{2} \sum (1-f_1)(1-f_2) \left\{ \frac{M(\lambda_1,\lambda_1,\lambda_2,\lambda_2)}{(-\varepsilon_1 + E_i - E_{\delta})(-\varepsilon_1 - \varepsilon_2 + E_i - E_{\delta})(-\varepsilon_2 + E_i - E_{\delta})} + \frac{M(\lambda_1,\lambda_1,\lambda_2,\lambda_2)}{(-\varepsilon_1 + E_i - E_{\delta})(-\varepsilon_1 - \varepsilon_2 + E_i - E_{\delta})(-\varepsilon_1 + E_i - E_{\delta})} \right\} 
\]  
(B.17)

3. The term (B.6c) will not vanish if
\[
a_1 = a_4, \quad a_2 = a_3 \quad \text{and} \quad a_1 \neq a_2. 
\]  
(B.18)

We note that the other term
\[
a_1 = a_2, \quad a_3 = a_4, 
\]  
(B.19)

would survive if we projected only to one particular state of the dot, and then would have only the diagonal contributions. But we will see that this term is behaving badly, if single particle spacing is becoming smaller than \(\rho|t|^2\). So we end up with
\[
\sum_{\lambda,\lambda',\lambda''} \langle LR|c_1^1|\lambda\rangle\langle \lambda|c_2^2|\lambda'\rangle\langle \lambda'|c_2^2|\lambda''\rangle\langle \lambda''|c_1^1|LR\rangle = \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_1^1|LR\rangle. 
\]  
(B.20)

\[
\sum_{\lambda,\lambda',\lambda''} \langle LR|c_1^1|\lambda\rangle\langle \lambda|c_2^2|\lambda'\rangle\langle \lambda'|c_2^2|\lambda''\rangle\langle \lambda''|c_1^1|LR\rangle = \langle LR|c_1^1|LR\rangle \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle. 
\]  
(B.21)

We see that (B.21) would vanish if we project to particular lead state \([LR]\) and all other possible dot states, because then we are not allowed to have \([LR]\) as an intermediate state. The contribution of (B.6c) term is
\[
\frac{1}{2} \sum \left\{ f_1(1-f_2)M(\lambda_1,\lambda_1,\lambda_2,\lambda_2) \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_1^1|LR\rangle + f_1f_2M(\lambda_1,\lambda_1,\lambda_2,\lambda_2) \langle LR|c_1^1|LR\rangle \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \right\} 
\]  
(B.22)

We see that the term in red has \((E_i - E_{\delta})^{-1}\) factor, where \(E_i\) and \(E_{\delta}\) in this case are in the same charge state, and the difference between two corresponds to single particle level spacing, which of course blows up if we have degenerate levels. This term is not included if we project to all dot states and particular lead state \([LR]\).

4. As in (B.6c) The term (B.6d) will not vanish if
\[
a_1 = a_4, \quad a_2 = a_3 \quad \text{and} \quad a_1 \neq a_2. 
\]  
(B.23)

but we will also keep
\[
a_1 = a_2, \quad a_3 = a_4, 
\]  
(B.24)

and we end up with
\[
\sum_{\lambda,\lambda',\lambda''} \langle LR|c_1^1|\lambda\rangle\langle \lambda|c_2^2|\lambda'\rangle\langle \lambda'|c_2^2|\lambda''\rangle\langle \lambda''|c_1^1|LR\rangle = \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_1^1|LR\rangle. 
\]  
(B.25)

\[
\sum_{\lambda,\lambda',\lambda''} \langle LR|c_1^1|\lambda\rangle\langle \lambda|c_2^2|\lambda'\rangle\langle \lambda'|c_2^2|\lambda''\rangle\langle \lambda''|c_1^1|LR\rangle = \langle LR|c_1^1|LR\rangle \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle. 
\]  
(B.26)

The contribution of this term is
\[
\frac{1}{2} \sum \left\{ (1-f_1)f_2M(\lambda_1,\lambda_1,\lambda_2,\lambda_2) \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_1^1|LR\rangle + (1-f_1)(1-f_2)M(\lambda_1,\lambda_1,\lambda_2,\lambda_2) \langle LR|c_1^1|LR\rangle \langle LR|c_1^1|LR\rangle \langle LR|c_2^2|LR\rangle \langle LR|c_2^2|LR\rangle \right\} 
\]  
(B.27)
5. The term (B.6e) will not vanish if
\[ a_1 = a_3, \quad a_2 = a_4 \quad \text{and} \quad a_1 \neq a_2, \] 
(B.28)
but we will also keep
\[ a_1 = a_2, \quad a_3 = a_4, \quad \text{and} \quad a_2 \neq a_3, \] 
(B.29)
and we end up with
\[ \sum_{\lambda,\lambda'} \langle LR|c^+_{\lambda} (\lambda|c_{\lambda'}) (\lambda'|c_{\lambda''}) (\lambda'') c^+_{\lambda''}|LR \rangle = \langle LR|c^+_{\lambda} c^+_{\lambda'} c_{\lambda'} c^+_{\lambda''} c_{\lambda''} |LR \rangle, \] 
(B.30)
\[ \sum_{\lambda,\lambda',\lambda''} \langle LR|c^+_{\lambda} (\lambda|c_{\lambda'}) (\lambda'|c_{\lambda''}) (\lambda'') c^+_{\lambda''}|LR \rangle = \langle LR|c^+_{\lambda} c^+_{\lambda'} c_{\lambda'} c^+_{\lambda''} c_{\lambda''} |LR \rangle. \] 
(B.31)
The contribution of this term is
\[ \frac{1}{2} \sum f_1 (1 - f_2) \left\{ -\frac{M(a_1, a_2, a_1, a_2)}{(\epsilon_1 + E_i - E_0)(\epsilon_1 - \epsilon_2 + E_i - E_0')(-\epsilon_2 + E_i - E_0')} \right. \]
\[ \left. + \frac{M(a_1, a_2, a_1, a_2)}{(\epsilon_1 + E_i - E_0)(\epsilon_1 + E_i - E_0')(-\epsilon_2 + E_i - E_0')} \right\} \] 
(B.32)
6. As in (B.6e) the term (B.6f) will not vanish if
\[ a_1 = a_3, \quad a_2 = a_4 \quad \text{and} \quad a_1 \neq a_2, \] 
(B.33)
but we will also keep
\[ a_1 = a_2, \quad a_3 = a_4, \quad \text{and} \quad a_2 \neq a_3, \] 
(B.34)
and we end up with
\[ \sum_{\lambda,\lambda',\lambda''} \langle LR|c^+_{\lambda} (\lambda|c_{\lambda'}) (\lambda'|c_{\lambda''}) (\lambda'') c^+_{\lambda''}|LR \rangle = \langle LR|c^+_{\lambda} c^+_{\lambda'} c_{\lambda'} c^+_{\lambda''} c_{\lambda''} |LR \rangle, \] 
(B.35)
\[ \sum_{\lambda,\lambda',\lambda''} \langle LR|c^+_{\lambda} (\lambda|c_{\lambda'}) (\lambda'|c_{\lambda''}) (\lambda'') c^+_{\lambda''}|LR \rangle = \langle LR|c^+_{\lambda} c^+_{\lambda'} c_{\lambda'} c^+_{\lambda''} c_{\lambda''} |LR \rangle. \] 
(B.36)
The contribution of this term is
\[ \frac{1}{2} \sum (1 - f_1) f_2 \left\{ -\frac{M(a_1, a_2, a_1, a_2)}{(-\epsilon_1 + E_i - E_0)(-\epsilon_1 + \epsilon_2 + E_i - E_0')(-\epsilon_2 + E_i - E_0')} \right. \]
\[ \left. + \frac{M(a_1, a_2, a_1, a_2)}{(-\epsilon_1 + E_i - E_0)(-\epsilon_1 + E_i - E_0')(-\epsilon_2 + E_i - E_0')} \right\} \] 
(B.37)

### B.2 2nd Expression

In this section we will consider term of the form
\[ \sum_{l',m'} C_m H^T_{ml} H^T_{l'm'} H^T_{m'l} H^T_{l'm} \frac{1}{(E_{m_1} - E_l)(E_{m_2} - E_l)(E_{m_3} - E_l) + (E_{m_4} - E_l)(E_{m_5} - E_l)(E_{m_6} - E_l)}, \] 
(B.38)
where
\[ m_i \in \{m, m', m''\}. \] 
(B.39)
and $C_{m_i}$ is some prefactor smaller than 1. Again the only non-vanishing terms are of the type

$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|c_1^+ d_1^+ l|l|d_2^+ c_2^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.40a) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|d_1^+ c_1^+ l|l|d_2^+ c_2^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.40b) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|d_1^+ c_1^+ l|l|d_2^+ c_2^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.40c) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (m|d_1^+ c_1^+ l|l|d_2^+ c_2^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.40d)

and they can be rewritten as

$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (d_1^+ b_1^+ l') (d_2^+ b_2^+ l') (d_3^+ b_3^+ l') (d_4^+ b_4^+ l') (l|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.41a) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (d_1^+ b_1^+ l') (d_2^+ b_2^+ l') (d_3^+ b_3^+ l') (d_4^+ b_4^+ l') (l|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.41b) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (d_1^+ b_1^+ l') (d_2^+ b_2^+ l') (d_3^+ b_3^+ l') (d_4^+ b_4^+ l') (l|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.41c) \\
$$t_{a_1 b_1} t_{a_2 b_2} t_{a_3 b_3} t_{a_4 b_4} (d_1^+ b_1^+ l') (d_2^+ b_2^+ l') (d_3^+ b_3^+ l') (d_4^+ b_4^+ l') (l|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m') (m''|d_3^+ c_3^+ l'|l'|d_4^+ c_4^+ m')$$  \hspace{1cm} (B.41d)

7. Let’s evaluate (B.41a) term. We see that the matrix element with the lead states will not vanish if (and that is also the case for all other terms in (B.41))

$$a_1 = a_2, \ a_3 = a_4,$$  \hspace{1cm} (B.42)

so we end up with

$$\sum_{\Lambda, \Lambda'} (LR|c_1^{|\lambda}\rangle (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle = (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle.$$  \hspace{1cm} (B.43)

which at finite temperature will give the following contribution

$$\sum C_{m_i} f_1 f_2 M \left( \frac{a_{1,1,1,1}}{1,1,1,1} \right) \frac{1}{(\epsilon_1 + E_{m_1} - E_\delta)(\epsilon_1 + E_{m_2} - E_\delta)(\epsilon_2 + E_{m_3} - E_\delta)}$$  \hspace{1cm} (B.44)

8. The lead sums in term (B.41b)

$$\sum_{\Lambda, \Lambda'} (LR|c_1^{|\lambda}\rangle (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle = (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle.$$  \hspace{1cm} (B.45)

and its contribution

$$\sum C_{m_i} (1 - f_1)(1 - f_2) M \left( \frac{a_{1,1,1,1}}{1,1,1,1} \right) \frac{1}{(\epsilon_1 + E_{m_1} - E_\delta)(\epsilon_1 + E_{m_2} - E_\delta)(\epsilon_2 + E_{m_3} - E_\delta)}$$  \hspace{1cm} (B.46)

9. The lead sums in term (B.41c)

$$\sum_{\Lambda, \Lambda'} (LR|c_1^{|\lambda}\rangle (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle = (LR|c_1^{|\lambda}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle (LR|c_2^{|\lambda'}\rangle.$$  \hspace{1cm} (B.47)

and its contribution

$$\sum C_{m_i} f_1 (1 - f_2) M \left( \frac{a_{1,1,1,1}}{1,1,1,1} \right) \frac{1}{(\epsilon_1 + E_{m_1} - E_\delta)(\epsilon_1 + E_{m_2} - E_\delta)(\epsilon_2 + E_{m_3} - E_\delta)}$$  \hspace{1cm} (B.48)
10. The lead sums in term (B.41d)
\[ \sum_{\lambda,\lambda'} (LR|c_1|\lambda)(LR|c_1^t|LR)(LR|c_1^t|\lambda')(LR|c_2|LR) = (LR|c_1^t|LR)(LR|c_1^t|LR)(LR|c_2|LR), \]
and its contribution
\[ \sum C_{m_i}(1 - f_1) f_2 M \left( \frac{a_1, a_2, a_3, a_4}{1, 1, 1, 1} \right) \left\{ \begin{array}{l}
\frac{1}{(-\epsilon_1 + E_{m_1} - E_0)(-\epsilon_1 + E_{m_2} - E_0)(\epsilon_2 + E_{m_3} - E_0)} \\
+ \frac{1}{(-\epsilon_1 + E_{m_4} - E_0)(\epsilon_2 + E_{m_5} - E_0)}
\end{array} \right\} \]  
(B.49)

B.3 Evaluation of the integrals

B.3.1 1st Expression

From above analysis for 1st expression we see that we need to evaluate integrals of the type
\[ I_1(a, b, c) = \lim_{\eta_i, \eta_j \to 0} \text{Re} \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \int_{-D_j + i\eta_i}^{D_j + i\eta_i} f(x)f(y)\text{d}x\text{d}y \]
\[ \int_{-D_k + i\eta_i}^{D_k + i\eta_i} f(x)f(y)\text{d}x\text{d}y \]
\[ I_2(a, b, c) = \lim_{\eta_i, \eta_j \to 0} \text{Re} \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \int_{-D_j + i\eta_i}^{D_j + i\eta_i} f(x)f(y)\text{d}x\text{d}y \]
\[ T = 0 \lim_{\eta_i, \eta_j \to 0} \text{Re} \int_{-D_k + i\eta_i}^{D_k + i\eta_i} f(x)f(y)\text{d}x\text{d}y \]
\[ T = 0 \lim_{\eta_i, \eta_j \to 0} \text{Re} \int_{-D_k + i\eta_i}^{D_k + i\eta_i} f(x)f(y)\text{d}x\text{d}y \]

(B.51)

(B.52)

Here \( \eta = +0 \) gives infinitesimally small imaginary part. From now on we will skip the indication of the limit and of the real part of the integral. Let’s calculate integral \( I_1 \) for zero temperature. Firstly, we integrate with respect to \( y \), which yields
\[ I_1 = \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \frac{\text{d}x}{x+b}(x+c) \int_{-D_j + i\eta_i}^{D_j + i\eta_i} \frac{\text{d}y}{y} \left( \frac{1}{x+a} - \frac{1}{x+b} \right) \right|_{y=0}^{y=0} \]
(B.53)

Here in the last step we have taken limit of \( \eta_j \to 0 \), which also corresponds to taking the following branch of logarithm:
\[ \ln(-x) = \ln(x) + i\pi, \quad x > 0. \]
(B.54)

We see that we need to perform integral of the type (we neglect subscript \( x \) in \( \eta_x \))
\[ I(y, a, c) = \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \frac{\text{d}x}{x+a} \int_{-D_j + i\eta_i}^{D_j + i\eta_i} \frac{\ln \left( \frac{x+a}{a-c-y} \right)}{x+y+c} \frac{\ln \left( \frac{x+a}{a-c-y} \right)}{x+y+c} \frac{\ln \left( \frac{x+y+c}{x+a} \right)}{x+y+c} \]
\[ = \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \frac{\text{d}x}{x+a} \int_{-D_j + i\eta_i}^{D_j + i\eta_i} \text{d}x \left( \ln \left( \frac{x+a}{a-c-y} \right) \ln \left( \frac{x+y+c}{x+y+c} \right) \right) \]
\[ = \int_{-D_i + i\eta_j}^{D_i + i\eta_j} \frac{\text{d}x}{x+a} \int_{-D_j + i\eta_i}^{D_j + i\eta_i} \text{d}x \left( \ln \left( \frac{x+a}{a-c-y} \right) \ln \left( \frac{x+y+c}{x+y+c} \right) \right) \]
\[ = \text{dilog} \left( \frac{a+i\eta}{a-c-y} \right) - \text{dilog} \left( \frac{a+i\eta}{a-c-y} \right) \]
\[ + \ln \left( \frac{a+i\eta}{a-c-y} \right) \ln \left( \frac{y+c}{y+c} \right) - \ln \left( \frac{-D+y+c}{-D+y+c} \right). \]
(B.55)
where
\[ \text{dilog}(x) = \int_{1}^{x} \frac{dt \ln t}{1-t}. \] (B.56)

In the last step of (B.55) we again took the limit \( \eta \to +0 \) where possible. The limit of \( \eta \to +0 \) in the \( \text{dilog}(x) \) functions (and also in some of log's) depends on the sign of \( a-c-y \), because we have the following branches of the \( \text{dilog}(x) \) and \( \ln(x) \) functions
\[
\lim_{\epsilon \to \pm 0} \text{dilog}(-x+i\epsilon) = \frac{1}{6} \pi^2 - \text{dilog}(1-x) - [\ln(-x) \pm i\pi] \ln(1-x), \quad x > 0, \quad (B.57)
\]
\[
\lim_{\epsilon \to \pm 0} \ln(-x+i\epsilon) = \ln(x) \pm i\pi, \quad x > 0. \quad (B.58)
\]

However, by choosing the incorrect branch we will only affect the imaginary part of the expression, so we can make the calculation with any branch, and then take the real part of the expression, which is the desired result. So we will choose the upper branch (i.e. \( \epsilon \to +0 \))
\[
I(y,a,c) = \text{Re} \left\{ \text{dilog} \left( \frac{a}{a-c-y} \right) \cdot \text{dilog} \left( \frac{-D+a}{a-c-y} \right) + \ln \left( \frac{a}{a-c-y} \right) \ln \left( \frac{y+c}{D} \right) - \ln \left( \frac{-D+a}{a-c-y} \right) \ln \left( \frac{-D+y+c}{D} \right) \right\}. \quad (B.59)
\]

Integral \( I_1 \) can be expressed through \( I \) as
\[
I_1 = -\frac{1}{a-b} \{I(0,a) - I(-D,a) - I(0,b) + I(-D,b)\}. \quad (B.60)
\]

Integral \( I_2 \) can be performed in a similar manner, and here we write only its final expression
\[
I_2 = -\frac{1}{a+b-c} \left\{ \ln \left( \frac{y+b}{D} \right) \right\} \left\{ \ln \left( \frac{x+a}{x+c-b} \right) \right\} - I_1(a,c-b,c). \quad (B.61)
\]

Note that in particular cases (i.e. \( a = b, c = 0 \) and etc.) one has to take a limit to find an actual closed form expression (or perform the integrals for those particular values) and the good thing is that those limits exist.

Again we rewrite the full expressions of integrals for convenience without indication of real part:
\[
I_1 = -\frac{1}{a-b} \left\{ \text{dilog} \left( \frac{a}{a-c} \right) - \text{dilog} \left( \frac{-D+a}{a-c} \right) + \ln \left( \frac{a}{a-c} \right) \ln \left( \frac{c}{D} \right) - \ln \left( \frac{-D+a}{a-c} \right) \ln \left( \frac{-D+c}{D} \right) \right\}
\]
\[
- \text{dilog} \left( \frac{b}{b-c} \right) + \text{dilog} \left( \frac{-D+b}{b-c} \right) - \ln \left( \frac{b}{b-c} \right) \ln \left( \frac{c}{D} \right) + \ln \left( \frac{-D+b}{b-c} \right) \ln \left( \frac{-D+c}{D} \right) \right\}
\]
\[
- \text{dilog} \left( \frac{a}{a-c+c} \right) + \text{dilog} \left( \frac{-D+a}{a-c+c} \right) - \ln \left( \frac{a}{a-c+c} \right) \ln \left( \frac{D+c}{D} \right) + \ln \left( \frac{-D+a}{a-c+c} \right) \ln \left( \frac{-2D+c}{D} \right) \right\} + \text{dilog} \left( \frac{b}{b-c+c} \right) - \text{dilog} \left( \frac{-D+b}{b-c+c} \right) + \ln \left( \frac{b}{b-c+c} \right) \ln \left( \frac{D+c}{D} \right) - \ln \left( \frac{-D+b}{b-c+c} \right) \ln \left( \frac{-2D+c}{D} \right) \right\}. \quad (B.62)
\]

\[
I_2 = -\frac{1}{a+b-c} \left\{ \ln \left( \frac{b}{D} \right) - \ln \left( \frac{-D+b}{D} \right) \right\} \left\{ \ln \left( \frac{a}{c-b} \right) - \ln \left( \frac{-D+a}{-D+c-b} \right) \right\} - I_1(a,c-b,c), \quad (B.63)
\]

and in very large \( D \) limit, which we will be interested in, they become (also keeping the terms that do not depend on \( D \))
\[
I_1 \xrightarrow{D \to +\infty} -\frac{1}{a-b} \left\{ \text{dilog} \left( \frac{a}{a-c} \right) - \text{dilog} \left( \frac{-D}{a-c} \right) + \ln \left( \frac{a}{a-c} \right) \ln \left( \frac{c}{D} \right) \right\}
\]
\[
- \text{dilog} \left( \frac{b}{b-c} \right) + \text{dilog} \left( \frac{-D}{b-c} \right) - \ln \left( \frac{b}{b-c} \right) \ln \left( \frac{c}{D} \right) \right\}. \quad (B.64)
\]
\[
I_2 \xrightarrow{D \to +\infty} -\frac{1}{a+b-c} \ln \left( \frac{b}{D} \right) \ln \left( \frac{a}{c-b} \right) - I_1(a,c-b,c). \quad (B.65)
\]
B. FOURTH ORDER CORRECTIONS TO ENERGY SHIFTS

B.3.2 2nd Expression

For 2nd expression we need to evaluate integral of the type

\[
 I_3(a, b, c) = \lim_{\eta_x, \eta_y \to +0} \text{Re} \int_{-D+i\eta_x}^{D+i\eta_x} \int_{-D+i\eta_y}^{D+i\eta_y} f(x) f(y) dx dy \frac{1}{(x+a)(x+b)(y+c)}
\]

which is straightforward to do for zero temperature

\[
 I_3 = -\int_{-D+i\eta_x}^{0+i\eta_x} \frac{dx \ln(y+c)}{a-b} \left( \frac{1}{x+a} - \frac{1}{x+b} \right)_{y=0}^{y=0+i\eta_y}
\]

and explicitly it looks like

\[
 I_3 = -\frac{1}{a-b} \ln(y+c) \left( \ln \left( \frac{x+a}{x+b} \right) \right)_{x=-D}^{x=0},
\]

B.4 Taylor expansion of the result for a single charge state

In this section we will expand the result for a single charge state and will examine it in the middle of the first diamond, i.e. \( V_g = 2U + \Delta V_g \). We also assume that the bandwidth is extremely large \( D \to +\infty \) and charging energy \( U >> E_i \) is much bigger than the single particle energies.

1. We start by examining term (B.11). For a single charge state the energy differences in the denominator takes the form

\[
 a = E_i - E_{\delta} = -3U + V_g + \Delta^{(1)}_a = -U + \Delta V_g + \Delta^{(1)}_a,
\]

\[
 c = E_i - E_{\delta'} = -8U + 2V_g + \Delta^{(1)}_c = -4U + 2\Delta V_g + \Delta^{(2)}_c,
\]

\[
 b = E_i - E_{\delta''} = -3U + V_g + \Delta^{(1)}_b = -U + \Delta V_g + \Delta^{(1)}_b,
\]

Here \( \Delta^{(n)} \) corresponds to sum of single particle energies

\[
 \Delta^{(n)} = \sum_{j=1}^{n} E_{n'},
\]

with special case

\[
 \Delta^{(0)} = E_i - E_j,
\]

being single particle energy difference. The expansion of results will be performed in small parameter values

\[
 x = \frac{\Delta^{(n)} + \Delta V_g}{U}.
\]

The expansion of integrals \( I_1 \) and \( I_2 \) becomes

\[
 I_1 \approx \frac{1}{U} \ln \left( \frac{U}{D} \right) + \frac{8 \ln(2)}{3U} \to \frac{8 \ln(2)}{3U},
\]

\[
 I_2 \approx \frac{2[\text{dilog}(4) - \text{dilog}(4/3)] - \ln^2(3)}{4U}.
\]
Here for $I_1$ we have neglected term dependent on $D$, because for very large bandwidth the result (tunneling renormalized energy differences) does not depend on it. Actually, the matrix elements themselves for fourth order do not depend on $D$. This was checked numerically, because it is too tedious to do that analytically.

2. For single charge states all (B.17) type terms vanish.

3. For term (B.22) the energy differences in the denominator takes the form

$$a = E_i - E_\delta = -U + \Delta V_g + \Delta_a^{(1)},$$  
(B.77)

$$c = E_i - E_{\delta'} = \Delta_c^{(0)};$$  
(B.78)

$$b = E_i - E_{\delta''} = -U + \Delta V_g + \Delta_b^{(1)}. $$  
(B.79)

The expansion of integral $I_1$ becomes

$$I_1 \approx \frac{1}{U} \ln \left(\frac{U}{D}\right) + \frac{\Delta_c^{(0)}}{U^2} \left[ \Delta_c^{(0)} - \Delta_a^{(1)} + \frac{\Delta_b^{(1)} + 2\Delta V_g}{2U^2} \ln \left(\frac{U}{cD}\right) \right],$$  
(B.80)

We again have neglected $D$ dependent terms.

4. For term (B.27) the energy differences in the denominator take the form

$$a = E_i - E_\delta = -U - \Delta V_g - \Delta_a^{(1)},$$  
(B.81)

$$c = E_i - E_{\delta'} = \Delta_c^{(0)};$$  
(B.82)

$$b = E_i - E_{\delta''} = -U - \Delta V_g - \Delta_b^{(1)}. $$  
(B.83)

The expansion of integral $I_1$ becomes

$$I_1 \approx \frac{1}{U} \ln \left(\frac{U}{D}\right) + \frac{\Delta_c^{(0)}}{U^2} \left[ \Delta_c^{(0)} - \Delta_a^{(1)} + \frac{\Delta_b^{(1)} + 2\Delta V_g}{2U^2} \ln \left(\frac{U}{cD}\right) \right],$$  
(B.84)

5. For term (B.32) the energy differences in the denominator take the form

$$a = E_i - E_\delta = -U + \Delta V_g + \Delta_a^{(1)},$$  
(B.85)

$$c = E_i - E_{\delta'} = \Delta_c^{(0)};$$  
(B.86)

$$b = E_i - E_{\delta''} = -U - \Delta V_g - \Delta_b^{(1)}. $$  
(B.87)

The expansion of integral $I_2$ becomes

$$I_2 \approx -\frac{\pi^2}{4U} + \frac{\Delta_c^{(0)}}{U^2} \ln \left[ \frac{\Delta_c^{(0)}}{\pi U} \right] - \frac{\pi^2 (\Delta_b^{(1)} - \Delta_a^{(1)} - \Delta_c^{(0)})}{8U^2}.$$
(B.88)
6. For term (B.37) the energy differences in the denominator take the form

\[ a = E_i - E_\delta = -U - \Delta V_g - \Delta_a^{(1)}, \]  
\[ c = E_i - E_\delta' = \Delta_c^{(0)}, \]  
\[ b = E_i - E_\delta'' = -U + \Delta V_g + \Delta_b^{(1)}. \]  

The expansion of integral \( I_2 \) becomes

\[ I_2 \approx -\frac{\pi^2}{4U} + \frac{\Delta_c^{(0)}}{U^2} \ln \left( \frac{\Delta_c^{(0)}}{eU} \right) - \frac{\pi^2(\Delta_b^{(1)} - \Delta_a^{(1)} - \Delta_c^{(0)})}{8U^2}. \]  

We can get this result from (B.88) by interchanging \( a \) with \( b \).

2nd Expression. For second expression terms the energy differences in the denominator take the form

\[ a = -U \pm (\Delta V_g + \Delta_a^{(1)}), \]  
\[ b = -U \pm (\Delta V_g + \Delta_b^{(1)}), \]  
\[ c = -U \pm (\Delta V_g + \Delta_c^{(1)}), \]  

where all possible sign combinations can be taken. We will examine only the term with all pluses, because result for other signs does not differ qualitatively. The expansion of integral \( I_3 \) becomes

\[ I_3 \approx \frac{1}{U} \ln \left( \frac{U}{D} \right) + \frac{\Delta_a^{(1)} + \Delta_b^{(1)} + 2\Delta V_g}{2U^2} \ln \left( \frac{U}{D} \right) - \frac{\Delta_c^{(1)} + \Delta V_g}{U^2}, \]  
\[ \rightarrow -\frac{\Delta_c^{(1)} + \Delta V_g}{U^2}. \]  

(B.96)
Appendix C

Analytical expressions for a single charge in a “shell” eigenspectrum

If we consider quantum dot consisting of four single particle orbitals of single “shell”, the second order effective Hamiltonian (2.29) acquires the following matrix-block structure, where different blocks correspond to different charge states:

\[
H^{(2)}_{DD'} \rightarrow \begin{pmatrix}
\ddots & \ddots & \ddots & 0 \\
\ddots & \ddots & 0 & \\
\ddots & 0 & \ddots & \\
0 & \ddots & \ddots & \ddots
\end{pmatrix}
\]

We examine the first 4 × 4 block corresponding to a single charge many-body states. The elements of this 4 × 4 matrix, which we will call \( H_{i,j} \), can be expressed as

\[
H_{i,j} = (U - V_g + E_i)\delta_{i,j} + \sum_{\alpha \sigma} \rho_{\alpha \sigma} \left\{ \left| t_{i\sigma}^{i} \right|^2 \ln \left( \frac{U - V_g + E_i - \mu_{\alpha}}{D} \right) + \sum_{k \neq i} \left| t_{k\sigma}^{i} \right|^2 \ln \left( \frac{3U - V_g + E_k - \mu_{\alpha}}{D} \right) \right\}, \quad i = j,
\]

and by changing \( V_g = 2UN_g \). We will rewrite this expression by shifting diagonals by a constant

\[
- \left( U - V_g + \sum_{\alpha \sigma} \rho_{\alpha \sigma} \left| t_{i\sigma}^{i} \right|^2 \ln \left( \frac{U}{D} \right) \right).
\]

This yields

\[
H_{i,j} = E_i\delta_{i,j} + \sum_{\alpha \sigma} \rho_{\alpha \sigma} \left\{ \left| t_{i\sigma}^{i} \right|^2 \ln \left( 1 - \frac{E_i - \Delta V_g/2 - \mu_{\alpha}}{U} \right) + \sum_{k \neq i} \left| t_{k\sigma}^{i} \right|^2 \ln \left( 1 + \frac{E_k - \Delta V_g/2 - \mu_{\alpha}}{U} \right) \right\}, \quad i = j,
\]

and by changing \( V_g = 2U + \frac{\Delta V_g}{2} \). This yields

\[
H_{i,j} = \left( \frac{1}{2} \sum_{\alpha \sigma} \rho_{\alpha \sigma} \right) \left\{ \left| t_{i\sigma}^{i} \right|^2 \ln \left( \frac{1 - \frac{E_i - \Delta V_g/2 - \mu_{\alpha}}{U}}{1 + \frac{E_j - \Delta V_g/2 - \mu_{\alpha}}{U}} \right) \right\}, \quad i \neq j.
\]
In the calculations we will also need expressions of the form
\[
H_{i,i} - H_{j,j} = E_i - E_j + \sum_{a,\sigma} \rho_{a\sigma} \left\{ t_{a\sigma}^i 2 \ln \left[ 1 - \frac{E_i - \Delta V_g^2/2 - \mu_a}{U} \right] - |t_{a\sigma}^j|^2 \ln \left[ 1 + \frac{E_j - \Delta V_g^2/2 - \mu_a}{U} \right] \right\}, \tag{C.5a}
\]
\[
H_{i,i} + H_{j,j} = E_i + E_j + \sum_{a,\sigma} \rho_{a\sigma} \left\{ |t_{a\sigma}^i|^2 \ln \left[ 1 - \frac{E_i - \Delta V_g^2/2 - \mu_a}{U} \right] \right\} + |t_{a\sigma}^j|^2 \ln \left[ 1 + \frac{E_j - \Delta V_g^2/2 - \mu_a}{U} \right] \right\} + 2 \sum_{k\alpha,\sigma} |t_{k\alpha\sigma}^j|^2 \ln \left[ 1 + \frac{E_k - \Delta V_g^2/2 - \mu_a}{U} \right]. \tag{C.5b}
\]
Now we will expand logarithms in
\[
x_{ai} = \frac{E_i - \Delta V_g^2/2 - \mu_a}{U}. \tag{C.6}
\]
We see that we need to deal with expansion of the functions
\[
\ln |1 + x| = \sum_{n=1}^{\infty} (-1)^{n+1} \frac{x^n}{n} = x - \frac{1}{2} x^2 + \ldots, \tag{C.7a}
\]
\[
\ln \left| \frac{1 - x}{1 + x} \right| = -2 \sum_{n=0}^{\infty} \frac{2^{2n+1} x^{2n+1}}{2n+1} = -2 \left( x + \frac{1}{3} x^3 + \ldots \right), \tag{C.7b}
\]
\[
\ln |(1 - x)(1 + x)| = -\sum_{n=1}^{\infty} \frac{2^n x^n}{n} = -(x^2 + \frac{1}{2} x^4 + \ldots). \tag{C.7c}
\]
So the expressions (C.5) to lowest order in \( x_{ai} \) become
\[
H_{i,i} - H_{j,j} \approx E_i - E_j - 2 \sum_{a,\sigma} \rho_{a\sigma} \left\{ |t_{a\sigma}^i|^2 x_{ai} - |t_{a\sigma}^j|^2 x_{aj} \right\}, \tag{C.8a}
\]
\[
H_{i,i} + H_{j,j} \approx E_i + E_j + 2 \sum_{a,\sigma} \rho_{a\sigma} |t_{a\sigma}^i|^2 x_{ai} \tag{C.8b}
\]
and off-diagonals
\[
H_{i,j} \approx -\sum_{a,\sigma} \rho_{a\sigma} (t_{a\sigma}^i)^* t_{a\sigma}^j (x_{ai} + x_{aj}), \quad i \neq j. \tag{C.9}
\]
Note that we will also use the following notation
\[
V_a = \frac{\Delta V_g}{2} + \mu_a. \tag{C.10}
\]

### C.1 Zero and parallel magnetic B field

Here we will do explicit calculations of the tunneling renormalized eigenspectrum, when magnetic field is parallel to the tube axis (\( \zeta = 0 \)). In such a case the single particle Hamiltonian (3.58) is
\[
H = \left( \begin{array}{cccc}
E_{i,1,+} & \frac{1}{2} g_{B||} & |K\uparrow\rangle & |K'\downarrow\rangle \\
E_{i,-1,-} & \frac{1}{2} g_{B||} & |K\downarrow\rangle & |K'\uparrow\rangle \\
\frac{1}{2} \Delta_{KK'} e^{i\phi_{KK'}} & \frac{1}{2} \Delta_{KK'} e^{-i\phi_{KK'}} & E_{1,1,-} & \frac{1}{2} g_{B||} \\
\frac{1}{2} \Delta_{KK'} e^{-i\phi_{KK'}} & \frac{1}{2} \Delta_{KK'} e^{i\phi_{KK'}} & E_{1,-1,+} & \frac{1}{2} g_{B||}
\end{array} \right). \tag{C.11}
\]
where $\Delta_{KK'}$ denotes modulus of $KK'$-mixing. After diagonalizing the above Hamiltonian we find the eigenspectrum of the "shell" and the new eigenstates in terms of $KK'$-basis states, which are:

$$E_i = \{ \frac{1}{2} (B_s + \Delta_1), \frac{1}{2} (-B_s + \Delta_2), \frac{1}{2} (-B_s - \Delta_2), \frac{1}{2} (B_s - \Delta_1) \},$$

$$\mathcal{P}_{i,n} = \begin{pmatrix}
\mathcal{P}_{1,1} & 0 & 0 & \mathcal{P}_{1,4} \\
0 & \mathcal{P}_{2,2} & \mathcal{P}_{2,3} & 0 \\
0 & \mathcal{P}_{3,2} & \mathcal{P}_{3,3} & 0 \\
\mathcal{P}_{4,1} & 0 & 0 & \mathcal{P}_{4,4}
\end{pmatrix} = \begin{pmatrix}
u_1 & 0 & 0 & 0 \\
0 & u_2 & -v_2 e^{-i\phi_{KK'}} & 0 \\
0 & v_2 e^{i\phi_{KK'}} & u_2 & 0 \\
u_1 e^{-i\phi_{KK'}} & 0 & 0 & u_1
\end{pmatrix},$$

where

$$u_i = \sqrt{\frac{1}{2} \left( 1 + \frac{\delta_i}{\Delta_i} \right)}, \quad v_i = \sqrt{\frac{1}{2} \left( 1 - \frac{\delta_i}{\Delta_i} \right)}, \quad u_i v_i = \frac{\Delta_{KK'}}{2\Delta_i}, \quad i = 1, 2,$$

$$\Delta_i = \sqrt{\delta_i^2 + \Delta_{KK'}^2}, \quad \delta_1 = \Delta_{SO} - \Delta_{orb}, \quad \delta_2 = \Delta_{SO} + \Delta_{orb},$$

$$B_s = g_s B, \quad B_{orb} = g_{orb} B,$$

In this case the Hamiltonian $\mathcal{H}_{i,j}$ simplifies to

$$\mathcal{H}_{i,j} = \begin{pmatrix}
\mathcal{H}_{1,1} & 0 & 0 & \mathcal{H}_{1,4} \\
0 & \mathcal{H}_{2,2} & \mathcal{H}_{2,3} & 0 \\
0 & \mathcal{H}_{3,2} & \mathcal{H}_{3,3} & 0 \\
\mathcal{H}_{4,1} & 0 & 0 & \mathcal{H}_{4,4}
\end{pmatrix},$$

and has the eigenvalues

$$\frac{1}{2} \left( \mathcal{H}_{1,1} + \mathcal{H}_{4,4} \pm \sqrt{\left( \mathcal{H}_{1,1} - \mathcal{H}_{4,4}\right)^2 + 4|\mathcal{H}_{1,4}|^2} \right),$$

$$\frac{1}{2} \left( \mathcal{H}_{2,2} + \mathcal{H}_{3,3} \pm \sqrt{\left( \mathcal{H}_{2,2} - \mathcal{H}_{3,3}\right)^2 + 4|\mathcal{H}_{2,3}|^2} \right),$$

and eigenvectors

$$\mathcal{P} = \begin{pmatrix}
\tilde{u}_1 & -\tilde{v}_1 e^{i\phi_{N1,4}} & 0 & 0 \\
0 & 0 & \tilde{u}_2 & -\tilde{v}_2 e^{i\phi_{N2,3}} \\
0 & 0 & \tilde{v}_2 e^{-i\phi_{N2,3}} & \tilde{u}_2 \\
\tilde{v}_1 e^{-i\phi_{N1,4}} & \tilde{u}_1 & 0 & 0
\end{pmatrix}, \quad \phi_H = \text{Arg} \mathcal{H},$$

with

$$\tilde{u}_1, \tilde{v}_1 = \frac{1}{2} \sqrt{1 \pm \frac{\mathcal{H}_{1,1} - \mathcal{H}_{4,4}}{\sqrt{\left( \mathcal{H}_{1,1} - \mathcal{H}_{4,4}\right)^2 + 4|\mathcal{H}_{1,4}|^2}}}, \quad \tilde{u}_2, \tilde{v}_2 = \frac{1}{2} \sqrt{1 \pm \frac{\mathcal{H}_{2,2} - \mathcal{H}_{3,3}}{\sqrt{\left( \mathcal{H}_{2,2} - \mathcal{H}_{3,3}\right)^2 + 4|\mathcal{H}_{2,3}|^2}}}.$$  

The tunneling amplitudes to the "shell" single particle states after the inclusions of $KK'$-mixing take the following form

$$t_{a\sigma}^1 = \delta_{\sigma \uparrow} (u_1 a_1 + v_1 e^{-i\phi_{KK'}} a_2^*),$$
$$t_{a\sigma}^2 = \delta_{\sigma \downarrow} (u_2 a_1 + v_2 e^{i\phi_{KK'}} a_2),$$
$$t_{a\sigma}^3 = \delta_{\sigma \uparrow} (-v_2 e^{-i\phi_{KK'}} a_1 + u_2 a_2),$$
$$t_{a\sigma}^4 = \delta_{\sigma \downarrow} (v_1 e^{i\phi_{KK'}} a_1 + u_1 a_2).$$
where it is assumed that (3.64) are only non-zero tunneling amplitudes. In such a case the spin sums become:

\[ \sum_{\sigma} \rho_{\alpha \sigma} |l_{\alpha \sigma}^4|^{2} = \rho_{\alpha \uparrow} \left[ \left| u_{1}^{2}|t_{a1}|^{2} + v_{2}^{2}|t_{a2}|^{2} \right| + 2u_{1}v_{1} \text{Re}[e^{i\phi}k^{*}t_{a1}t_{a2}] \right] + \sum_{\sigma} \rho_{\alpha \sigma} |l_{\alpha \sigma}^4|^{2} = \rho_{\alpha \downarrow} \left[ \left| u_{2}^{2}|t_{a1}|^{2} + v_{2}^{2}|t_{a2}|^{2} \right| + 2u_{2}v_{2} \text{Re}[e^{-i\phi}k^{*}t_{a1}t_{a2}] \right]. \] (C.20a)

Using the above relations we evaluate (C.5) type expressions

\[ \mathcal{H}_{1,1} - \mathcal{H}_{1,4} = \Delta_1 - \sum_{\sigma} \rho_{\alpha \sigma} \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) + (B_{s} - 2V_{a})(\left| l_{\alpha \sigma}^1 \right|^{2} - \left| l_{\alpha \sigma}^4 \right|^{2}) \]

\[ = \Delta_1 - \sum_{\sigma} \rho_{\alpha \uparrow} \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) - (B_{s} + 2V_{a})(\left| l_{\alpha \sigma}^1 \right|^{2} - \left| l_{\alpha \sigma}^4 \right|^{2}) \]

\[ = \Delta_2 - \sum_{\sigma} \rho_{\alpha \uparrow} \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) + (B_{s} + 2V_{a})(\left| l_{\alpha \sigma}^1 \right|^{2} - \left| l_{\alpha \sigma}^4 \right|^{2}) \]

\[ = B_{s} + \sum_{\sigma} \rho_{\alpha \uparrow} \left( \Delta_2 \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) + 2\frac{\Delta KK^*}{\Delta_2} \text{Re}[e^{-i\phi}k^{*}t_{a1}t_{a2}] \right) + (B_{s} + 2V_{a})(\left| l_{\alpha \sigma}^1 \right|^{2} - \left| l_{\alpha \sigma}^4 \right|^{2}) \]

\[ = B_{s} + \sum_{\sigma} \rho_{\alpha \downarrow} \left( \Delta_2 \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) + 2\frac{\Delta KK^*}{\Delta_2} \text{Re}[e^{-i\phi}k^{*}t_{a1}t_{a2}] \right) + (B_{s} + 2V_{a})(\left| l_{\alpha \sigma}^1 \right|^{2} - \left| l_{\alpha \sigma}^4 \right|^{2}) \]

and off-diagonals

\[ \mathcal{H}_{1,4} = -\sum_{\sigma} \rho_{\alpha \sigma} (l_{\alpha \sigma}^4)^{2} \left( B_{s} - 2V_{a} \right) \]

\[ = \sum_{\sigma} \rho_{\alpha \uparrow} \left( \Delta_2 \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) - \left[ u_{1}^{2} e^{-i\phi}k^{*}t_{a1}t_{a2} - v_{1}^{2} e^{i\phi}k^{*}t_{a1}t_{a2} \right] \right) \]

\[ = \sum_{\sigma} \rho_{\alpha \downarrow} \left( \Delta_2 \left( \left| l_{\alpha \sigma}^4 \right|^{2} + \left| l_{\alpha \sigma}^1 \right|^{2} \right) - \left[ u_{2}^{2} e^{-i\phi}k^{*}t_{a1}t_{a2} - v_{2}^{2} e^{i\phi}k^{*}t_{a1}t_{a2} \right] \right) \]

Often we will be rewriting expression in square brackets in (C.22) using relation:

\[ u^{2} e^{i\phi} - v^{2} e^{-i\phi} = i\sin \phi + \frac{\phi}{\Delta} \]

\[ \text{when } u^{2} = \frac{1}{2} \left( 1 + \frac{\phi}{\Delta} \right), \quad v^{2} = \frac{1}{2} \left( 1 - \frac{\phi}{\Delta} \right). \] (C.23)
We see that cotunneling threshold acquires gate dependence due to the tunneling renormalization.

where

\[
\mathcal{H}_{1,1} - \mathcal{H}_{2,2} - \mathcal{H}_{3,3} = 0, \\
\mathcal{H}_{1,1} + \mathcal{H}_{4,4} = \mathcal{H}_{2,2} + \mathcal{H}_{3,3} = -\frac{4\rho|t|^2}{U}\Delta V_g, \\
\mathcal{H}_{1,4} = \mathcal{H}_{2,3} = \frac{4\rho|t|^2}{U}\Delta V_g.
\]

(C.24a) (C.24b) (C.24c)

The eigenvalues and eigenvectors in this case are

\[
-\frac{2\rho|t|^2}{U} \left( \Delta V_g \mp |\Delta V_g| \right), -\frac{2\rho|t|^2}{U} \left( \Delta V_g \mp |\Delta V_g| \right) \rightarrow 0, -\frac{4\rho|t|^2}{U}\Delta V_g.
\]

(C.25)

\[
P = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -e^{-i\phi} & 0 & 0 \\ 0 & 0 & 1 & -e^{i\phi} \\ 0 & 0 & e^{-i\phi} & 1 \\ e^{i\phi} & 1 & 0 & 0 \end{pmatrix}.
\]

(C.26)

where

\[
\phi = 2\phi_t + \text{Arg}(\Delta V_g).
\]

(C.27)

The order of eigenstates corresponds to eigenvalues written in the order of (C.25) before the arrow. The modulus of the energy differences is

\[
\Delta E = 2|\mathcal{H}_{2,3}| = \frac{4\rho|t|^2}{U}|\Delta V_g| = \frac{\Gamma}{\pi U}|\Delta V_g|, \quad \Gamma = 4\pi\rho|t|^2.
\]

(C.28)

We see that cotunneling threshold acquires gate dependence due to the tunneling renormalization. Also from (C.26) we get the new effective “single particle states”

\[
|a \uparrow\rangle = \frac{1}{\sqrt{2}} \left( |K \uparrow\rangle + e^{i\phi}|K' \uparrow\rangle \right), \\
|b \uparrow\rangle = \frac{1}{\sqrt{2}} \left( -e^{-i\phi}|K \uparrow\rangle + |K' \uparrow\rangle \right), \\
|a \downarrow\rangle = \frac{1}{\sqrt{2}} \left( |K' \downarrow\rangle + e^{-i\phi}|K \downarrow\rangle \right), \\
|b \downarrow\rangle = \frac{1}{\sqrt{2}} \left( -e^{i\phi}|K' \downarrow\rangle + |K \downarrow\rangle \right).
\]

(C.29a) (C.29b) (C.29c) (C.29d)

which have the following tunneling amplitudes and tunneling rates

\[
t_{a\uparrow} = \frac{1}{\sqrt{2}} \left( 1 + e^{i\text{Arg}(|\Delta V_g|)} \right) t, \quad \Gamma_{a\uparrow} = \rho|t|^2 \left( 1 + \cos\text{[Arg}(|\Delta V_g|)\right),
\]

(C.30a)

\[
 t_{b\uparrow} = \frac{1}{\sqrt{2}} \left( 1 - e^{-i\text{Arg}(|\Delta V_g|)} \right) t^*, \quad \Gamma_{b\uparrow} = \rho|t|^2 \left( 1 - \cos\text{[Arg}(|\Delta V_g|)\right),
\]

(C.30b)

\[
 t_{a\downarrow} = \frac{1}{\sqrt{2}} \left( 1 + e^{-i\text{Arg}(|\Delta V_g|)} \right) t^*, \quad \Gamma_{a\downarrow} = \rho|t|^2 \left( 1 + \cos\text{[Arg}(|\Delta V_g|)\right),
\]

(C.30c)

\[
 t_{b\downarrow} = \frac{1}{\sqrt{2}} \left( 1 - e^{i\text{Arg}(|\Delta V_g|)} \right) t, \quad \Gamma_{b\downarrow} = \rho|t|^2 \left( 1 - \cos\text{[Arg}(|\Delta V_g|)\right).
\]

(C.30d)
[Case 2: $t_L = |t_L|e^{i\psi_L} = t_{L,1/2}$, $t_R = |t_R|e^{i\phi_R} = t_{R,1/2}$, $\Delta_{SO} = \Delta_{KK'} = B = 0$:

\[
\begin{align*}
\mathcal{H}_{1,1} - \mathcal{H}_{4,4} &= \mathcal{H}_{2,2} - \mathcal{H}_{3,3} = 0, \\
\mathcal{H}_{1,1} + \mathcal{H}_{4,4} &= \mathcal{H}_{2,2} + \mathcal{H}_{3,3} = -2\frac{\rho}{U} \left[ (|t_L|^2 + |t_R|^2)\Delta V_g + (|t_L|^2 - |t_R|^2)\right], \\
\mathcal{H}_{1,4} &= \mathcal{H}_{2,3} = \frac{\rho}{U} \left[ (t_L^2 + t_R^2)\Delta V_g + (t_L^2 - t_R^2)\right],
\end{align*}
\]

and the modulus of energy difference is

\[
\Delta E = 2|\mathcal{H}_{2,3}| = \frac{2\rho}{U} \left| (t_L^2 + t_R^2)\Delta V_g + (t_L^2 - t_R^2)\right|.
\]

Using this energy difference we find the threshold voltage

\[
V_{th} = |A\Delta V_g + BV_{th}|, \quad A = \frac{2\rho}{U} (t_L^2 + t_R^2), \quad B = \frac{2\rho}{U} (t_L^2 - t_R^2), \quad B << 1,
\]

by solving quadratic equation (here $D$ denotes discriminant)

\[
(1 - |B|^2)V_{th}^2 - 2 \Re[AB^*]\Delta V_g V_{th} - |A|^2 \Delta V_g^2 = 0, \quad D = |2A\Delta V_g|^2,
\]

\[
V_{th} = \frac{\Re[AB^*]\Delta V_g \pm |A|\Delta V_g}{1 - |B|^2} = (\Re[AB^*] \pm |A|)\Delta V_g,
\]

\[
\downarrow \text{and for real tunneling amplitudes it can be written as}
\]

\[
V_{th} = \pm \frac{\Gamma_L + \Gamma_R}{\pi U} \left( 1 \pm \frac{\Gamma_L - \Gamma_R}{\pi U} \right) \Delta V_g, \quad \text{where} \quad \Gamma_a = 2\pi \rho |t_a|^2.
\]

From above expression we see that there is asymmetry between positive and negative bias threshold.]

[Case 3: $t = |t|e^{i\psi} = t_{L,R,1/2}$, $\Delta_{SO} \neq 0$, $B \neq 0$, $\Delta_{KK'} = 0$:

\[
\begin{align*}
\sgn(\delta_1)(\mathcal{H}_{1,1} - \mathcal{H}_{4,4}) &= \delta_1 (1 - \kappa), \\
\sgn(\delta_2)(\mathcal{H}_{2,2} - \mathcal{H}_{3,3}) &= \delta_2 (1 - \kappa), \\
\mathcal{H}_{1,1} + \mathcal{H}_{4,4} &= -\kappa \Delta V_g + B_s (1 - \kappa), \\
\mathcal{H}_{2,2} + \mathcal{H}_{3,3} &= -\kappa \Delta V_g - B_s (1 - \kappa), \\
\mathcal{H}_{1,4} &= \frac{\kappa}{2} e^{2i\psi} \left( \Delta V_g - B_s \right), \\
\mathcal{H}_{2,3} &= \frac{\kappa}{2} e^{2i\phi} \left( \Delta V_g + B_s \right),
\end{align*}
\]

where we have denoted

\[
\kappa = \frac{4\rho |t|^2}{U} = \frac{\Gamma}{\pi U}.
\]

The four eigenenergies are

\[
-\kappa \frac{\Delta V_g}{2} + B_s \frac{1}{2} (1 - \kappa) \pm \frac{1}{2} \sqrt{(1 - \kappa)^2 (\Delta_{SO} - B_{orb})^2 + \kappa^2 (\Delta V_g + B_s)^2},
\]

\[
-\kappa \frac{\Delta V_g}{2} - B_s \frac{1}{2} (1 - \kappa) \pm \frac{1}{2} \sqrt{(1 - \kappa)^2 (\Delta_{SO} + B_{orb})^2 + \kappa^2 (\Delta V_g - B_s)^2}.
\]

Thereinafter we will neglect constant shift $-\kappa \Delta V_g/2$ of all energies. When there is no magnetic field $B_s$, then $\delta_1 = \delta_2 = \Delta_{SO}$, and the energy splitting between two pairs of degenerate states becomes

\[
\Delta E_{B=0} = \sqrt{(1 - \kappa)^2 \Delta_{SO}^2 + \left( \kappa \Delta V_g \right)^2}.
\]
We see that in this case there is no more crossing, when \( \Delta V_g = 0 \), and we get splitting \( 2\Delta E_{B=0} \) for cotunneling threshold between negative and positive bias. When magnetic field is included and we are exactly around the middle of the diamond \( \Delta V_g \approx 0 \), we get the following energies after expanding square root when \( \kappa << 1 \)
\[
\frac{1}{2}(sB_s + \tau s\Delta SO - \tau B_{orb})(1 - \kappa),
\]
with all possible sign combinations of \( s = \pm 1, \tau = \pm 1 \). This result is almost the same as for the bare spectrum case without tunneling renormalization, except for the factor \( (1 - \kappa) \).

Let’s look at the case when \( \Delta V_g > 0 \) and \( |\kappa \Delta V_g| >> |\Delta SO|, |B| \), i.e. we expand
\[
\sqrt{x^2 + (1 + y)^2} \approx 1 + y + \frac{1}{2}x^2 \text{ with } x = (1 - \kappa)\frac{\Delta SO + B_{orb}}{\kappa \Delta V_g}, \quad y = \pm \frac{B_s}{\Delta V_g},
\]
and then the energies become
\[
\begin{align*}
4. & \quad \frac{B_s}{2} + \frac{\kappa \Delta V_g}{2} \left( 1 + \frac{(1 - \kappa)^2}{2} \frac{\Delta SO - B_{orb}}{\kappa \Delta V_g} \right), \\
2. & \quad \frac{B_s}{2}(1 - 2\kappa) - \frac{\kappa \Delta V_g}{2} \left( 1 + \frac{(1 - \kappa)^2}{2} \frac{\Delta SO - B_{orb}}{\kappa \Delta V_g} \right), \\
3. & \quad -\frac{B_s}{2}(1 - 2\kappa) + \frac{\kappa \Delta V_g}{2} \left( 1 + \frac{(1 - \kappa)^2}{2} \frac{\Delta SO + B_{orb}}{\kappa \Delta V_g} \right), \\
1. & \quad -\frac{B_s}{2} - \frac{\kappa \Delta V_g}{2} \left( 1 + \frac{(1 - \kappa)^2}{2} \frac{\Delta SO + B_{orb}}{\kappa \Delta V_g} \right).
\end{align*}
\]
Here the number labels correspond to sorting from the lowest energy to the highest, when \( \Delta V_g > 0 \) and \( \Delta SO = 0 \). The comparison between bare \( g \)-factors and renormalized ones for different cotunneling lines, when \( g_{orb} \gg g_s \) and \( \Delta SO = 0 \), is given in Table C.1. We see that \( g \)-factor corresponding to \( g_{orb} \) now depends on magnetic field and vanishes for \( B = 0 \). For finite \( B \) field orbital factor \( g_{orb} \) depends on the gate voltage \( \Delta V_g \). We note that in this case bare energies are
\[
E_{K\uparrow} = -(g_{orb} + g_s)\frac{B}{2}, \quad E_{K\downarrow} = -(g_{orb} - g_s)\frac{B}{2}, \quad E_{K\uparrow} = (g_{orb} - g_s)\frac{B}{2}, \quad E_{K\downarrow} = (g_{orb} + g_s)\frac{B}{2}.
\]

Now we will expand (C.37) energies in \( B_s \) and \( B_{orb} \) assuming that \( \Delta SO, \Delta V_g >> |B_s|, |B_{orb}| > 0 \).

We need the expansion of the function
\[
\sqrt{a^2(1 + x)^2 + b^2(1 + y)^2} \approx \sqrt{a^2 + b^2} + \frac{|a|x}{\sqrt{1 + b^2/a^2}} + \frac{|b|y}{\sqrt{1 + a^2/b^2}},
\]
with \( a = (1 - \kappa)\Delta SO, \quad b = \kappa \Delta V_g, \quad x = \frac{B_{orb}}{\Delta SO}, \quad y = \frac{B_s}{\Delta V_g}, \quad \kappa \).
Table C.2: Bare and renormalized $g$-factors for carbon nanotube quantum dot, when $g_{\text{orb}} > g_s$, $g_{\text{orb}} > g_s^\pm$, and $k\Delta V_g > \Delta_{\text{SO}} >> B_s, B_{\text{orb}} > 0$

<table>
<thead>
<tr>
<th>Cotunneling line</th>
<th>Bare transition from $K \downarrow$ to</th>
<th>Bare $g$-factor</th>
<th>Renormalized $g$-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1$^{\text{st}}$</td>
<td>$K' \uparrow$</td>
<td>$g_s + g_{\text{orb}}$</td>
<td>$(1 - \kappa - \tilde{\kappa})g_s + \tilde{g}_{\text{orb}}$</td>
</tr>
<tr>
<td>2$^{\text{nd}}$</td>
<td>$K \uparrow$</td>
<td>$g_s$</td>
<td>$(1 - \kappa)g_s$</td>
</tr>
<tr>
<td>3$^{\text{rd}}$</td>
<td>$K' \downarrow$</td>
<td>$g_{\text{orb}}$</td>
<td>$-\tilde{\kappa}g_s + \tilde{g}_{\text{orb}}$</td>
</tr>
</tbody>
</table>

in $x$ and $y$. Then the energies (C.37) become

\[
\frac{B_s}{2} (1 - \kappa) \pm \frac{1}{2} \left( \frac{\Delta E_{B=0} - (1 - \kappa) B_{\text{orb}} + \frac{\kappa}{1 + \frac{k - \Delta_{\text{SO}}}{\Delta V_g}} B_s}{\sqrt{1 + \left( \frac{k - \Delta_{\text{SO}}}{\Delta V_g} \right)^2}} \right),
\]

(C.44a)

\[
-\frac{B_s}{2} (1 - \kappa) \pm \frac{1}{2} \left( \frac{\Delta E_{B=0} + (1 - \kappa) B_{\text{orb}} - \frac{\kappa}{1 + \frac{k - \Delta_{\text{SO}}}{\Delta V_g}} B_s}{\sqrt{1 + \left( \frac{k - \Delta_{\text{SO}}}{\Delta V_g} \right)^2}} \right),
\]

(C.44b)

We will rewrite the above energies as

\[
3. \quad \frac{\Delta E_{B=0}}{2} - (\tilde{g}_{\text{orb}} - \tilde{g}_s^+) B_s,
\]

(C.45a)

\[
2. \quad -\frac{\Delta E_{B=0}}{2} + (\tilde{g}_{\text{orb}} + \tilde{g}_s^-) B_s,
\]

(C.45b)

\[
4. \quad \frac{\Delta E_{B=0}}{2} + (\tilde{g}_{\text{orb}} - \tilde{g}_s^+) B_s,
\]

(C.45c)

\[
1. \quad -\frac{\Delta E_{B=0}}{2} - (\tilde{g}_{\text{orb}} + \tilde{g}_s^-) B_s,
\]

(C.45d)

where

\[
\tilde{\kappa} \approx \kappa \left[ 1 + \left( \frac{1 - \kappa \Delta_{\text{SO}}}{\kappa \Delta V_g} \right)^2 \right]^{-1/2},
\]

(C.46a)

\[
\tilde{g}_s^\pm \approx g_s (1 - \kappa \pm \tilde{\kappa}),
\]

(C.46b)

\[
\tilde{g}_{\text{orb}} \approx g_{\text{orb}} (1 - \kappa) \left[ 1 + \left( \frac{\kappa \Delta V_g}{1 - \kappa \Delta_{\text{SO}}} \right)^2 \right]^{-1/2}.
\]

(C.46c)

The number labels in (C.45) correspond to sorted energies from low to high for $k\Delta V_g > \Delta_{\text{SO}} >> B > 0$, and $g_{\text{orb}} > g_s^\pm$. We again see gate voltage renormalization of $g_{\text{orb}}$. In this case the comparison between bare $g$-factors and renormalized ones for different cotunneling lines, are given in Table C.2. We note that in this case bare energies are

\[
E_{K \downarrow} = -\frac{\Delta_{\text{SO}}}{2} - (g_{\text{orb}} + g_s) \frac{B_s}{2}, \quad E_{K' \uparrow} = -\frac{\Delta_{\text{SO}}}{2} + (g_{\text{orb}} + g_s) \frac{B_s}{2},
\]

\[
E_{K \uparrow} = \frac{\Delta_{\text{SO}}}{2} - (g_{\text{orb}} - g_s) \frac{B_s}{2}, \quad E_{K' \downarrow} = \frac{\Delta_{\text{SO}}}{2} + (g_{\text{orb}} - g_s) \frac{B_s}{2}.
\]

(C.47)
We note that one has to be careful when taking limit \( \Delta \)

\[
\text{We have set the chemical potentials to zero (i.e. bias } V = 0), \text{ because we want to figure out whether we can get a crossing in the cotunneling threshold. Also all tunneling amplitudes are arbitrary. The modulus of the energy difference in this case is}
\]

\[
\Delta E = \sqrt{(1 - \kappa^+)\Delta_{SO} + \kappa^-\Delta V_g} + \left( |\kappa_{12}|\Delta V_g \right)^2.
\]

It is possible to get a crossing in cotunneling threshold if

\[
\kappa_{12} = 0 \quad \Rightarrow \quad t_{L1}t_{L2} + t_{R1}t_{R2} = 0,
\]

\[
\Delta V_g = -\frac{1 - \kappa^+}{\kappa^-}\Delta_{SO}.
\]

One possible solution is

\[
t_1 = t_{L1} = t_{R1}, \quad t_2 = t_{L2} = e^{i\phi}t_{R2} = -t_{R2},
\]

\[
\Delta V_g \approx \frac{\pi U t_i}{2} \Delta_{SO}, \text{ where } \Gamma_i = 2\pi U |t_i|^2.
\]

**Case 5:** \( t = |t|e^{i\phi} = t_{R1/2}, \Delta_{SO \neq 0}, \Delta_{KK' \neq 0}, B = 0; \)

\[
\begin{align*}
\mathcal{H}_{1,1} - \mathcal{H}_{4,4} &= \mathcal{H}_{2,2} - \mathcal{H}_{3,3} = (1 - \kappa)\Delta_{SO} + \kappa \cos(\phi)\frac{\Delta_{KK'}}{\Delta_{\Sigma}}\Delta V_g, \\
\mathcal{H}_{1,1} + \mathcal{H}_{4,4} &= \mathcal{H}_{2,2} + \mathcal{H}_{3,3} = \kappa(\Delta_{KK'} \cos(\phi) - \Delta V_g), \\
\mathcal{H}_{4,4}' &= \mathcal{H}_{2,3} = \kappa e^{-i\phi \Delta_{KK'}} \left( \frac{\Delta_{SO}}{\Delta_{\Sigma}} \cos(\phi) + i \sin(\phi) \right) \frac{\Delta V_g}{2},
\end{align*}
\]

where

\[
\phi = \phi_{KK'} + 2\phi_t, \quad \Delta_{\Sigma} = \sqrt{\Delta_{SO}^2 + \Delta_{KK'}^2}.
\]

We note that one has to be careful when taking limit \( \Delta_{SO}, \Delta_{KK'} \rightarrow 0 \). In this case the energy difference becomes

\[
\Delta E = \sqrt{\left(1 - \kappa\right)\Delta_{\Sigma} + \kappa \cos(\phi)\frac{\Delta_{KK'}}{\Delta_{\Sigma}}\Delta V_g} + \left| \kappa \left( \frac{\Delta_{SO}}{\Delta_{\Sigma}} \cos(\phi) + i \sin(\phi) \right) \frac{\Delta V_g}{2} \right|^2.
\]

The minimal value of splitting between positive and negative bias appears near gate voltage

\[
\Delta V_g^{\min} = -\frac{1 - \kappa}{\kappa}\Delta_{KK'} \cos(\phi),
\]

and the value of this splitting is

\[
\Delta E_{\min} = (1 - \kappa)\sqrt{\Delta_{SO}^2 + \Delta_{KK'}^2 \sin^2(\phi)}.
\]
If $\Delta_{KK'} \gg |\Delta_{SO}| \approx 0$ it is possible to get an approximate crossing, when $\phi = 0$ (or $\phi = \pi$) near the point

$$\Delta V_g^{\text{cross}} \approx \mp \frac{1}{\kappa} \Delta_{KK'}.$$

(C.58)

Upper sign corresponds to $\phi = 0$, lower corresponds to $\phi = \pi$.

**Case 6: $\Delta_{SO} \neq 0, \Delta_{KK'} \neq 0, B = V = 0$:**

$$\begin{align*}
\mathcal{H}_{1,1} - \mathcal{H}_{4,1} &= \mathcal{H}_{2,2} - \mathcal{H}_{3,3} = (1 - \kappa^+) \Delta_{\Sigma} + \left(\kappa^\Delta_{SO} \Delta_{\Sigma} + \kappa \frac{\Delta_{KK'}}{\Delta_{\Sigma}}\right) \Delta V_g,
\mathcal{H}_{1,1} + \mathcal{H}_{4,4} &= \mathcal{H}_{2,2} + \mathcal{H}_{3,3} = \kappa^\Delta_{SO} + \kappa \Delta_{KK'} - \kappa \Delta V_g,
\mathcal{H}_{1,4}' &= \mathcal{H}_{2,3}' = e^{-i\phi_{KK'}} \left(-\kappa^\Delta_{KK'} \frac{\Delta_{SO}}{\Delta_{\Sigma}} + \kappa \frac{\Delta_{SO}}{\Delta_{\Sigma}} + i \kappa_s\right) \Delta V_g
\end{align*}$$

(C.59)

where

$$\begin{align*}
\kappa^\pm &= \frac{\rho}{4} \left(|t_{\alpha 1}|^2 \pm |t_{\alpha 2}|^2\right) \rightarrow \frac{2\rho}{U} \left(|t_1|^2 \pm |t_2|^2\right), 
\kappa &= \frac{2\rho}{U} \left(\cos(\phi_L)|t_{L1}t_{L2}| + \cos(\phi_R)|t_{R1}t_{R2}|\right) \rightarrow \frac{4\rho}{U} |t_1 t_2| \cos(\phi), 
\kappa_s &= \frac{2\rho}{U} \left(\sin(\phi_L)|t_{L1}t_{L2}| + \sin(\phi_R)|t_{R1}t_{R2}|\right) \rightarrow \frac{4\rho}{U} |t_1 t_2| \sin(\phi), 
\phi_{LR} &= \phi_{KK'} + \phi_{L1, R1} + \phi_{L2, R2}.
\end{align*}$$

(C.60)

We have set chemical potentials to zero (i.e. bias $V = 0$), because we want to figure out whether we can get a crossing in the cotunneling threshold. Relations after the arrow correspond to symmetric coupling to the leads. By choosing all phases equal to zero, i.e. $\phi_L = \phi_R = 0$, we have to satisfy the condition

$$\kappa \Delta_{SO} = \kappa^\Delta_{KK'}, \quad \rightarrow \quad \frac{2\Delta_{SO}}{\Delta_{KK'}} = \frac{|t_1|^2 - |t_2|^2}{|t_1 t_2|},$$

(C.61)

to get a crossing at

$$\Delta V_g^{\text{cross}} = -\frac{(1 - \kappa^+)^2 \Delta_{SO}}{\kappa \Delta_{KK'} + \kappa^\Delta_{SO}}.$$

(C.62)

Also we can get rid of the tunneling renormalization by removing the gate voltage $\Delta V_g$ dependence from the eigenspectrum. This is achieved by requiring

$$\begin{align*}
\kappa^\pm = 0, \quad \kappa &= 0, \quad \kappa_s = 0 \rightarrow \quad \kappa^\pm = 0, \quad \kappa + i \kappa_s = 0,
\end{align*}$$

(C.63)

which can be rewritten into conditions (4.13).

**C.2 Perpendicular magnetic $B$ field**

Here we will perform calculation using spectrum and eigenstates, when magnetic field is perpendicular to the tube axis ($\zeta = \pi/2$). In such a case the single particle Hamiltonian (3.58) is

$$H = \begin{pmatrix}
|K \uparrow\rangle & |K' \downarrow\rangle & |K \downarrow\rangle & |K' \uparrow\rangle \\
E_1 & \frac{1}{2} g_e B_\perp & \frac{1}{2} \Delta_{KK'} e^{i \phi_{KK'}} & E_1 \\
\frac{1}{2} g_e B_\perp & E_1 & \frac{1}{2} \Delta_{KK'} e^{-i \phi_{KK'}} & \frac{1}{2} g_e B_\perp \\
\frac{1}{2} \Delta_{KK'} e^{-i \phi_{KK'}} & \frac{1}{2} g_e B_\perp & E_2 & E_2
\end{pmatrix},$$

(C.64)
Quantum Transport

where

\[ E_1 = E_{e1, e1} = E_{e1, -e1} = E^0 + \frac{\Delta_{SO}}{2}, \quad E_2 = E_{e1, -e1} = E_{-e1, e1} = E^0 - \frac{\Delta_{SO}}{2}. \]  

(C.65)

Neglecting a constant shift in the energies \( E^0 \) the eigenvalues of the above Hamiltonian are

\[ \pm \frac{1}{2} \sqrt{(B_s \pm \Delta_{KK'})^2 + \Delta_{SO}^2}, \quad B_s = g_s B_\perp \]  

(C.66)

with all possible sign combinations.

In order to get simple analytical results we will consider only a particular case, when there is no \( \Delta_{KK'} \) mixing, and orbitals are equally coupled to the leads, i.e. \( t_{1a} = t_{2a} = t_a \). When \( \Delta_{KK'} = 0 \) the single particle eigenspectrum becomes

\[ \pm \frac{1}{2} \sqrt{B_s^2 + \Delta_{SO}^2}, \]  

(C.67)

which is doubly degenerate. The corresponding eigenstates are

\[ |K\bar{\uparrow}\rangle = +u|K\uparrow\rangle + v|K\downarrow\rangle, \]  

(C.68a)

\[ |K'\bar{\uparrow}\rangle = +u|K'\downarrow\rangle + v|K'\uparrow\rangle, \]  

(C.68b)

\[ |K\bar{\downarrow}\rangle = -v|K\uparrow\rangle + u|K\downarrow\rangle, \]  

(C.68c)

\[ |K'\bar{\downarrow}\rangle = -v|K'\downarrow\rangle + u|K'\uparrow\rangle, \]  

(C.68d)

or written in a matrix form

\[
\mathcal{P}_{i,n} = \begin{pmatrix}
P_{1,1} & 0 & P_{1,3} & 0 \\
0 & P_{2,2} & 0 & P_{2,4} \\
P_{3,1} & 0 & P_{3,3} & 0 \\
0 & P_{4,2} & 0 & P_{4,4}
\end{pmatrix} = \begin{pmatrix}
u & 0 & -v & 0 \\
0 & u & 0 & -v \\
v & 0 & u & 0 \\
0 & v & 0 & u
\end{pmatrix},
\]  

(C.69)

where

\[ u = \sqrt{\frac{1}{2} \left( 1 + \frac{\Delta_{SO}}{\Delta} \right)}, \quad v = \sqrt{\frac{1}{2} \left( 1 - \frac{\Delta_{SO}}{\Delta} \right)} \text{sgn}(B_s), \quad \Delta = \sqrt{B_s^2 + \Delta_{SO}^2}, \quad 2uv = B_s \Delta. \]  

(C.70)

The tunneling amplitudes take the following form

\[
t_{a\uparrow}^1 = +ut_{a1}, \quad t_{a\downarrow}^1 = +vt_{a2}, \\
t_{a\uparrow}^2 = +vt_{a1}^*, \quad t_{a\downarrow}^2 = +ut_{a2}^*, \\
t_{a\uparrow}^3 = -vt_{a1}, \quad t_{a\downarrow}^3 = +ut_{a2}, \\
t_{a\uparrow}^4 = +ut_{a1}^*, \quad t_{a\downarrow}^4 = -vt_{a2}^*.
\]  

(C.71)
and the spin sums become (taking $\rho_{a\sigma} = \rho$ and $t_{1a} = t_{2a} = t_a$):
\[
\sum_{\sigma} \rho_{a\sigma} | t_{a\sigma} |^2 = \rho | t_a |^2, \quad (C.72a)
\]
\[
\sum_{\sigma} \rho_{a\sigma} (t_{a\sigma}^*)^2 t_{a\sigma}^2 = \rho 2uv(t_a^*)^2 = \rho \frac{B_s}{\Delta} (t_a^*)^2, \quad (C.72b)
\]
\[
\sum_{\sigma} \rho_{a\sigma} (t_{a\sigma}^*)^2 t_{a\sigma} = 0, \quad (C.72c)
\]
\[
\sum_{\sigma} \rho_{a\sigma} (t_{a\sigma}^*)^2 t_{a\sigma}^2 = \rho (u^2 - v^2)(t_a^*)^2 = \rho \frac{\Delta_{SO}}{\Delta} (t_a^*)^2, \quad (C.72d)
\]
\[
\sum_{\sigma} \rho_{a\sigma} (t_{a\sigma}^*)^2 t_{a\sigma} = 0, \quad (C.72e)
\]
\[
\sum_{\sigma} \rho_{a\sigma} (t_{a\sigma}^*)^2 t_{a\sigma}^2 = - \rho 2uv(t_a^*)^2 = - \rho \frac{B_s}{\Delta} (t_a^*)^2. \quad (C.72g)
\]

In this case Hamiltonian $H_{i,j}$ simplifies to
\[
H_{i,j} = \begin{pmatrix} H_{1,1} & H_{1,2} & 0 & H_{1,4} \\ H_{1,2} & H_{2,2} & 0 & H_{2,4} \\ 0 & 0 & H_{3,3} & H_{3,4} \\ 0 & 0 & H_{4,3} & H_{4,4} \end{pmatrix} \rightarrow \begin{pmatrix} H_{1,1} - H_{3,3} & 0 & 0 & 0 \\ 0 & H_{2,2} - H_{3,3} & 0 & 0 \\ 0 & 0 & H_{3,3} - H_{3,3} & 0 \\ 0 & 0 & 0 & H_{4,4} - H_{3,3} \end{pmatrix}. \quad (C.73)
\]

Here in the diagonal after the arrow we neglect constant factor $\frac{H_{1,1} + H_{2,2}}{2}$. After using relations (C.8a) and (C.9) we get the diagonal term
\[
H_{1,1} - H_{3,3} = (1 - \kappa) \Delta, \quad \kappa = \frac{2\rho}{U} (|t_L|^2 + |t_R|^2), \quad (C.74)
\]

and off-diagonals
\[
H_{1,2} = - \sum_a \rho (t_a^*)^2 \frac{B_s}{\Delta} (\Delta - 2V_a) = \frac{\kappa_+^*}{2} \frac{B_s}{\Delta} (\Delta V_g - \Delta) + \frac{\kappa_-^*}{2} \frac{B_s}{\Delta} V, \quad (C.75a)
\]
\[
H_{1,4} = H_{3,2} = - \sum_a \rho (t_a^*)^2 \frac{\Delta_{SO}}{\Delta} (\Delta - 2V_a) = - \frac{\kappa_+^*}{2} \frac{\Delta_{SO}}{\Delta} \Delta V_g + \frac{\kappa_-^*}{2} \frac{\Delta_{SO}}{\Delta} V, \quad (C.75b)
\]
\[
H_{3,4} = + \sum_a \rho (t_a^*)^2 \frac{B_s}{\Delta} (-\Delta - 2V_a) = - \frac{\kappa_+^*}{2} \frac{B_s}{\Delta} (\Delta V_g + \Delta) - \frac{\kappa_-^*}{2} \frac{B_s}{\Delta} V, \quad (C.75c)
\]

where
\[
\kappa_+ = \frac{2\rho}{U} (|t_L|^2 + |t_R|^2), \quad \kappa_- = \frac{2\rho}{U} (|t_L|^2 - |t_R|^2). \quad (C.76)
\]

To get simple analytical relations for solution of characteristic equation of (C.73) we also assume that tunneling amplitudes are real, i.e. $t_a = t_a^*$. In this case the Hamiltonian (C.73) can be written as
\[
H_{i,j} = \begin{pmatrix} \frac{z}{2} & x & 0 & w \\ x & \frac{z}{2} & w & 0 \\ 0 & w & -\frac{z}{2} & y \\ w & 0 & y & -\frac{z}{2} \end{pmatrix}, \quad \text{with} \quad z = H_{1,1} - H_{3,3}, \quad x = H_{1,2}, \quad y = H_{3,4}, \quad w = H_{4,4}. \quad (C.77)
\]
Table C.3: Bare and renormalized g-factors for carbon nanotube with applied perpendicular field, when $\Delta_{SO} = 0$ and $\kappa \Delta V_g >> B_s > 0$

<table>
<thead>
<tr>
<th>Cotunneling line</th>
<th>Bare g-factor</th>
<th>Renormalized g-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1$^{st}$</td>
<td>0</td>
<td>$g_s$</td>
</tr>
<tr>
<td>2$^{nd}$</td>
<td>$g_s$</td>
<td>$\kappa g_s$</td>
</tr>
<tr>
<td>3$^{rd}$</td>
<td>$g_s$</td>
<td>$(1 - \kappa)g_s$</td>
</tr>
</tbody>
</table>

The eigenvalues of the above Hamiltonian are

$$\frac{1}{2} \left( x + y \pm \sqrt{(x - y + z)^2 + (2w)^2} \right), \quad -\frac{1}{2} \left( x + y \pm \sqrt{(x - y - z)^2 + (2w)^2} \right). \quad \text{(C.78)}$$

Now we consider case when couplings to the left and right leads are equal $t_L = t_R$. In such a case $\kappa - = 0$ and we get

$$x + y = -\kappa B_s, \quad x - y = \frac{B_s}{\Delta} \kappa \Delta V_g, \quad 2w = \frac{\Delta_{SO}}{\Delta} \kappa \Delta V_g, \quad z = (1 - \kappa)\Delta. \quad \text{(C.79)}$$

If there is no spin-orbit coupling $\Delta_{SO} = 0$ and we are in the middle of the diamond $\Delta V_g = 0$, we get the following eigenspectrum, sorted from low to high energies ($B_s > 0$):

1. $-\frac{B_s}{2}$
2. $-(1 - 2\kappa)\frac{B_s}{2}$
3. $(1 - 2\kappa)\frac{B_s}{2}$
4. $\frac{B_s}{2}$

The corresponding g-factors for the above eigenspectrum are

1. $\kappa g_s$
2. $(1 - \kappa)g_s$
3. $g_s$

When there is still no spin-orbit coupling, but $\kappa \Delta V_g >> B > 0$ we get the following eigenspectrum

1. $-\kappa \Delta V_g - B_s$ \quad \text{(C.82a)}
2. $-\kappa \Delta V_g + B_s$ \quad \text{(C.82b)}
3. $\kappa \Delta V_g - (1 - 2\kappa)B_s$ \quad \text{(C.82c)}
4. $\kappa \Delta V_g + (1 + 2\kappa)B_s$ \quad \text{(C.82d)}

The comparison between bare and renormalized g-factors in this case is given in Table C.3.

When $\kappa \Delta V_g, \Delta_{SO} >> |B_s| > 0$ we can expand square root in spectrum (C.78). We rewrite this square root as

$$\sqrt{\left( \frac{ax}{\sqrt{1 + x^2}} \right)^2 + \left( \frac{a}{\sqrt{1 + x^2}} \right)^2} \approx \frac{ab}{\sqrt{a^2 + b^2}} x,$$

where $x = \frac{B_s}{\Delta_{SO}}, \quad a = \kappa \Delta V_g, \quad b = (1 - \kappa)\Delta_{SO}$, and then the spectrum becomes

1. $-\frac{\Delta E_{B=0}}{2} - (\tilde{g}_s + \kappa g_s)\frac{B}{2}$ \quad \text{(C.84)}
2. $-\frac{\Delta E_{B=0}}{2} + (\tilde{g}_s + \kappa g_s)\frac{B}{2}$ \quad \text{(C.85)}
3. $\frac{\Delta E_{B=0}}{2} - (\tilde{g}_s - \kappa g_s)\frac{B}{2}$ \quad \text{(C.86)}
4. $\frac{\Delta E_{B=0}}{2} + (\tilde{g}_s - \kappa g_s)\frac{B}{2}$ \quad \text{(C.87)}
Table C.4: Bare and renormalized g-factors for carbon nanotube with applied perpendicular field, when $\kappa\Delta V_g > \Delta SO >> B, > 0$

<table>
<thead>
<tr>
<th>Cotunneling line</th>
<th>Bare g-factor</th>
<th>Renormalized g-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>0</td>
<td>$\tilde{g}_s + \kappa g_s$</td>
</tr>
<tr>
<td>2nd</td>
<td>$\frac{g_s B}{2\Delta SO}$</td>
<td>$\kappa g_s$</td>
</tr>
<tr>
<td>3rd</td>
<td>$\frac{g_s B}{2\Delta SO}$</td>
<td>$\tilde{g}_s$</td>
</tr>
</tbody>
</table>

where

$$\Delta E_{B=0} = \sqrt{(1 - \kappa)^2 \Delta^2 SO + \left(\kappa\Delta V_g\right)^2},$$  \hspace{1cm} \text{(C.88a)}

$$\tilde{g}_s \approx g_s (1 - \kappa) \left[1 + \left(\frac{1 - \kappa\Delta SO}{\kappa\Delta V_g}\right)^2\right]^{-1/2}.$$  \hspace{1cm} \text{(C.88b)}

The comparison of g-factor in this case is given in Table C.4.

### C.3 Ferromagnetic leads

If the leads are ferromagnetic, then the tunneling density of states is different for spin-up and spin-down $\rho_{\alpha \sigma}$, which has an effect on spin sums:

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma})^* t_{\alpha \bar{\sigma}} = (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} (\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2}))$$

$$+ (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} (\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2}))$$

$$+ (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} e^{-i\phi_{\alpha}} (\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2}))$$

\hspace{1cm} \text{(C.89)}

When there is no magnetic field $B = 0$, then the above sums become

$$\sum_{\alpha} \rho_{\alpha \sigma} |t_{\alpha \sigma}|^2 = \left[\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2})\right][u^2|t_{\alpha 1}|^2 + v^2|t_{\alpha 2}|^2 + 2uv \text{Re}[e^{i\phi_{\alpha}} (t_{\alpha 1}^* t_{\alpha 2})]]$$

\hspace{1cm} \text{(C.90a)}

$$\sum_{\alpha} \rho_{\alpha \sigma} |t_{\alpha \sigma}|^2 = \left[\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2})\right][u^2|t_{\alpha 1}|^2 + v^2|t_{\alpha 2}|^2 + 2uv \text{Re}[e^{i\phi_{\alpha}} (t_{\alpha 1}^* t_{\alpha 2})]]$$

\hspace{1cm} \text{(C.90b)}

$$\sum_{\alpha} \rho_{\alpha \sigma} |t_{\alpha \sigma}|^2 = \left[\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2})\right][u^2|t_{\alpha 1}|^2 + v^2|t_{\alpha 2}|^2 + 2uv \text{Re}[e^{i\phi_{\alpha}} (t_{\alpha 1}^* t_{\alpha 2})]]$$

\hspace{1cm} \text{(C.90c)}

$$\sum_{\alpha} \rho_{\alpha \sigma} |t_{\alpha \sigma}|^2 = \left[\rho_{\alpha \bar{\sigma}}^x \cos^2(\theta_{\alpha /2}) + \rho_{\alpha \bar{\sigma}}^y \sin^2(\theta_{\alpha /2})\right][u^2|t_{\alpha 1}|^2 + v^2|t_{\alpha 2}|^2 + 2uv \text{Re}[e^{i\phi_{\alpha}} (t_{\alpha 1}^* t_{\alpha 2})]]$$

\hspace{1cm} \text{(C.90d)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90e)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90f)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90g)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90h)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90i)}

$$\sum_{\alpha} \rho_{\alpha \sigma} (t_{\alpha \sigma}^n)^* t_{\alpha \bar{\sigma}^n} = (\rho_{\alpha \bar{\sigma}}^x - \rho_{\alpha \bar{\sigma}}^y) \frac{\sin \theta_{\alpha}}{2} \left[u^2(t_{\alpha 1}^n)^2 + v^2 e^{i2\phi_{\alpha}} (t_{\alpha 1}^n)^2 + 2uv (e^{i\phi_{\alpha}} (t_{\alpha 1}^n)^2) t_{\alpha 1}^n (t_{\alpha 2}^n)^2\right] e^{-i\phi_{\alpha}}$$

\hspace{1cm} \text{(C.90j)}
We can instantly write down the eigenvalues.

We see that in the general case there are no degeneracies left, except in the middle of the diamond where

\[ \text{energy difference} \]

is always satisfied. If we consider case \( \rho_\uparrow > \rho_\downarrow \) and \( \Delta V_g < 0 \) (left side of the diamond) then the energy differences can always be sorted as

\[ -\rho_\uparrow \beta |\Delta V_g| (\uparrow), \quad 0 (\uparrow), \quad \left[ (\rho_\uparrow - \rho_\downarrow )(\alpha - \beta) - 2 \rho_\downarrow \beta \right] \frac{|\Delta V_g|}{2} (\downarrow), \quad (\rho_\uparrow - \rho_\downarrow )(\alpha - \beta) \frac{|\Delta V_g|}{2} (\downarrow), \quad (\rho_\uparrow - \rho_\downarrow )(\alpha - \beta) \frac{|\Delta V_g|}{2} (\downarrow) \]

where energy differences inside the curly brackets can have any order, depending on the parameters. We see that in this case the ground state is always a state corresponding to spin up. For the right side of the diamond (\( \Delta V_g > 0 \)) we get the following sorting of energy differences:

\[ -(\rho_\uparrow - \rho_\downarrow)(\alpha - \beta) \frac{|\Delta V_g|}{2} (\downarrow), \quad \left[ (\rho_\uparrow - \rho_\downarrow)(\alpha - \beta) - 2 \rho_\downarrow \beta \right] \frac{|\Delta V_g|}{2} (\downarrow), \quad 0 (\uparrow), \quad \rho_\uparrow \beta |\Delta V_g| (\uparrow) \]
which corresponds to spin down ground state, for $\rho_\uparrow > \rho_\downarrow$ case.

**Case 2:** $\theta_L = 0$, $\theta_R = \pi$, $\rho_{\alpha\sigma} = \rho_{\sigma}$, $\Delta_{SO} = \Delta_{KK'} = B = V = 0$;

Either using (C.21) and (C.22) relations and setting $\rho_{L\uparrow} = \rho_{R\downarrow}$, $\rho_{L\downarrow} = \rho_{R\uparrow}$, what corresponds to antiparallel leads by keeping the angle $\theta_R = 0$, or using spin sums (C.90) we get:

$$\begin{align*}
    H_{1,1} - H_{4,4} &= \Delta V_g \kappa_\uparrow^\pm, \\
    H_{2,2} - H_{3,3} &= \Delta V_g \kappa_\downarrow^\pm, \\
    H_{1,1} + H_{4,4} &= -\Delta V_g \kappa_\uparrow^+, \\
    H_{2,2} + H_{3,3} &= -\Delta V_g \kappa_\downarrow^+, \\
    H_{1,4} &= \frac{\Delta V_g}{2} (\kappa_\uparrow^\sigma)^*, \\
    H_{2,3} &= \frac{\Delta V_g}{2} \kappa_\downarrow^\sigma,
\end{align*}$$

where

$$\kappa_\sigma^\pm = \frac{1}{U} \left[ \rho_\sigma (|t_{L1}|^2 \pm |t_{L2}|^2) + \rho_{\bar{\sigma}} (|t_{R1}|^2 \pm |t_{R2}|^2) \right], \quad \kappa_\sigma^\sigma = \frac{2}{U} \left[ \rho_\sigma t_{L1} t_{L2} + \rho_{\bar{\sigma}} t_{R1} t_{R2} \right],$$

with $\sigma = \uparrow, \downarrow$ and $\sigma = \downarrow, \uparrow$,

and eigenvalues are as in the previous case (C.93) with new $\kappa_\sigma^\pm$ and $\kappa_\sigma^\sigma$. 


Appendix D

Yosida’s wavefunction ansatz

D.1 Single quasiparticle

The possible lowest order approximation for the wavefunctions including single quasiparticle is [74]

\[
|S/T^0\rangle = \sum_{\alpha k} (A_{\alpha k}|\uparrow_{\alpha k}, \downarrow\rangle + B_{\alpha k}|\downarrow_{\alpha k}, \uparrow\rangle), \tag{D.1}
\]

\[
|T^+\rangle = \sum_{\alpha k} C_{\alpha k}|\uparrow_{\alpha k}, \uparrow\rangle, \tag{D.2}
\]

\[
|T^-\rangle = \sum_{\alpha k} D_{\alpha k}|\downarrow_{\alpha k}, \downarrow\rangle, \tag{D.3}
\]

where the notation (7.30) was used. We require the above states to satisfy the eigenvalue equation \(H|\psi\rangle = E|\psi\rangle\), where Hamiltonian is given by (6.23). Then taking the projections \(\langle \uparrow_{\alpha'\kappa}, \downarrow|H|S/T^0\rangle\), \(\langle \downarrow_{\alpha'\kappa}, \uparrow|H|S/T^0\rangle\), \(\langle \uparrow_{\alpha'\kappa}, \uparrow|H|T^+\rangle\), and \(\langle \downarrow_{\alpha'\kappa}, \downarrow|H|T^-\rangle\), we obtain equations for expansion coefficients:

\[
A_{\alpha'\kappa} = \frac{1}{E_k - (E + \bar{B})} \sum_{\alpha} \left[ \frac{1}{2} J_{\alpha'\alpha} \left( u_k S_{\alpha u A} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v A} \right) 
- J_{\alpha'\alpha} \left( u_k S_{\alpha u B} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v B} \right) 
- W_{\alpha'\alpha} \left( u_k S_{\alpha u A} - e^{i\phi_{\alpha'\alpha}} v_k S_{A v A} \right) \right], \tag{D.4a}
\]

\[
B_{\alpha'\kappa} = \frac{1}{E_k - (E - \bar{B})} \sum_{\alpha} \left[ \frac{1}{2} J_{\alpha'\alpha} \left( u_k S_{\alpha u B} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v B} \right) 
- J_{\alpha'\alpha} \left( u_k S_{\alpha u A} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v A} \right) 
- W_{\alpha'\alpha} \left( u_k S_{\alpha u B} - e^{i\phi_{\alpha'\alpha}} v_k S_{A v B} \right) \right], \tag{D.4b}
\]

\[
C_{\alpha'\kappa} = \frac{1}{E_k - (E - \bar{B})} \sum_{\alpha} \left[ - \frac{1}{2} J_{\alpha'\alpha} \left( u_k S_{\alpha u C} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v C} \right) 
- W_{\alpha'\alpha} \left( u_k S_{\alpha u C} - e^{i\phi_{\alpha'\alpha}} v_k S_{A v C} \right) \right], \tag{D.4c}
\]

\[
D_{\alpha'\kappa} = \frac{1}{E_k - (E + \bar{B})} \sum_{\alpha} \left[ - \frac{1}{2} J_{\alpha'\alpha} \left( u_k S_{\alpha u D} + e^{i\phi_{\alpha'\alpha}} v_k S_{A v D} \right) 
- W_{\alpha'\alpha} \left( u_k S_{\alpha u D} - e^{i\phi_{\alpha'\alpha}} v_k S_{A v D} \right) \right]. \tag{D.4d}
\]
where the following notation is introduced
\[ S_{aa'} = \sum_q a_q F_{aa'} \quad \phi_{a'} - \phi_a. \] (D.5)

After multiplying Eqs. (D.4) by either \( u_\kappa \) or \( v_\kappa \) and summing over \( \kappa \) we get linear set of equations for sums \( S_{a'a} \). The resulting secular equation is
\[
\begin{vmatrix}
1 + M_{LL}^j & M_{LR}^j \\
M_{RL}^j & 1 + M_{RR}^j
\end{vmatrix} = 0, \quad j = S/T^0, T^\pm,
\] (D.6)

where for the state (D.1) [the coefficient matrix is for \( \begin{pmatrix} S_{a'aA} & S_{a'aA} & S_{a'aB} & S_{a'aB} \end{pmatrix} \)] we have
\[
M_{a'a}^{S/T^0} = \begin{pmatrix}
-s_{uu}(g_{a'a} - w_{a'a}) & -s_{uv}(g_{a'a} + w_{a'a})e^{i\phi_{a'a}} & 2s_{uu}g_{a'a} & 2s_{uv}g_{a'a}e^{i\phi_{a'a}} \\
-s_{vu}(g_{a'a} - w_{a'a}) & -s_{vv}(g_{a'a} + w_{a'a})e^{i\phi_{a'a}} & 2s_{vu}g_{a'a} & 2s_{vv}g_{a'a}e^{i\phi_{a'a}} \\
2s_{uu}g_{a'a} & 2s_{vu}g_{a'a}e^{i\phi_{a'a}} & -s_{uu}(g_{a'a} - w_{a'a}) & -s_{uv}(g_{a'a} + w_{a'a})e^{i\phi_{a'a}} \\
2s_{vu}g_{a'a} & 2s_{vv}g_{a'a}e^{i\phi_{a'a}} & -s_{vu}(g_{a'a} - w_{a'a}) & -s_{vv}(g_{a'a} + w_{a'a})e^{i\phi_{a'a}} \\
\end{pmatrix},
\] (D.7)

and for the states (D.2), (D.3) we have
\[
M_{a'a}^{S/T^0} = \begin{pmatrix}
(s_{uu} + g_{a'a} + w_{a'a}) & s_{uv}(g_{a'a} - w_{a'a})e^{i\phi_{a'a}} \\
(s_{vu} + g_{a'a} + w_{a'a}) & s_{vv}(g_{a'a} - w_{a'a})e^{i\phi_{a'a}} \\
\end{pmatrix},
\] (D.8)

Here \( 1 \) denotes a unit matrix and the following notation was introduced
\[
s_{ab} = \frac{1}{\pi v_F} \sum_\kappa a_\kappa b_\kappa E_\kappa - E, \\
s_{ab}^\pm = s_{ab}(E \pm B), \quad s_{ab}^\pm = s_{ab}(E \pm B), \\
g_{a'a} = \frac{1}{2} \pi v_F J_{a'a}, \quad w_{a'a} = \pi v_F W_{a'a}.
\] (D.9)

After performing \( \kappa \) sums in \( s_{ab} \) for symmetric band \( \xi_\kappa \in [-D, D] \) we obtain
\[
s_{uu} = s_{vv} = \frac{1}{\pi} \ln \left| \frac{D + \sqrt{D^2 + |\Delta|^2}}{|\Delta|} \right| + \frac{E}{|\Delta|} s_{uv},
\]
\[
s_{uv} = s_{vu} = \frac{1}{\pi} \ln \left| \frac{\sqrt{D^2 + |\Delta|^2}}{\sqrt{E^2 - |\Delta|^2}} \right| = \begin{cases} 
\frac{1}{\pi} \ln \left( \frac{D + \sqrt{D^2 + |\Delta|^2}}{|\Delta|} \right), & |E| < |\Delta|, \\
\frac{1}{\pi} \ln \left( \frac{\sqrt{D^2 + |\Delta|^2}}{\sqrt{E^2 - |\Delta|^2}} \right), & |E| > |\Delta|.
\end{cases}
\] (D.10)

In the case when there is no magnetic field \( (B = 0, s^+ = s^- = s) \) we can simplify the above equations by choosing (D.1) to be either singlet or triplet state, i.e.,
\[
B_{a\kappa} = -A_{a\kappa}, \quad \text{singlet} \ |S/T^0\rangle = |S\rangle,
\]
\[
B_{a\kappa} = A_{a\kappa}, \quad \text{triplet} \ |S/T^0\rangle = |T^0\rangle.
\] (D.11)

Then for the singlet we get
\[
M_{a'a}^S = \begin{pmatrix}
(s_{uu}(3g_{a'a} - w_{a'a}) & s_{uu}(3g_{a'a} + w_{a'a})e^{i\phi_{a'a}} \\
(s_{vu}(3g_{a'a} - w_{a'a}) & s_{vv}(3g_{a'a} + w_{a'a})e^{i\phi_{a'a}} \\
\end{pmatrix},
\] (D.12)
and for all the triplets the matrix $M_{0}^{a,a'}$ has the form (D.8). When there is no potential scattering $w_{aa'} = 0$ we can set $S_{aa} = S_{aa'}$, because $s_{uu} = s_{uv}$, and then we obtain

$$\begin{align*}
M_{a,a'}^{S/T} & = \left\{ 2g_{a,a'}(s_{uu}^{e_{a}} + s_{uv}^{e_{a}}e^{i\phi_{a,a'}}) - g_{a,a'}(s_{uu}^{e_{a}} + s_{uv}^{e_{a}}e^{i\phi_{a,a'}}) \right\}, \\
M_{a,a'}^{S} & = g_{a,a'}(s_{uu}^{e_{a}} + s_{uv}^{e_{a}}e^{i\phi_{a,a'}}), \\
M_{a,a'}^{S} & = -3g_{a,a'}(s_{uu} + s_{uv}e^{i\phi_{a,a'}}).
\end{align*}$$

(D.13)

The perturbative solutions in $g_{a,a}$ of the secular equations (D.6) matches the results presented in Section 7.3. Additionally, when there is no magnetic field the inclusion of potential scattering term $w_{aa'}$ yields solution $E = |\Delta| (1 - \eta^2)$,

$$\begin{align*}
|\eta_{0,5}| & = \frac{\sqrt{2}}{2} \left( 3g \pm \sqrt{9g^2 \chi + w^2(1 - \chi)} \right), \quad \text{for singlet}, \\
|\eta_{0,7}| & = -\frac{\sqrt{2}}{2} \left( g \pm \sqrt{g^2 + w^2(1 - \chi)} \right), \quad \text{for triplet},
\end{align*}$$

(D.14a) (D.14b)

where the form (6.26) of the coupling was used and $\chi$ is defined in (7.15). For small magnetic field $|B| \ll |\eta_{0,5}^2 \Delta|$ the above solutions get modified to

$$\begin{align*}
|\eta_{S,j} | & \approx \left( 1 + \frac{B^2}{8g_{0}^2 |\Delta|^2} \right) \left( 2g \sqrt{2\eta_{0} - 3g^2 + (w^2 - 3g^2)(1 - \alpha^2)} \left( w^2 - 12g^2 \right)(1 - \alpha^2) + 18g^2 \right) \eta_{0}, \quad \text{singlet like}, \\
|\eta_{T,j} | & \approx \left( 1 + \frac{B^2}{8g_{0}^2 |\Delta|^2} \right) \left( 2g \sqrt{2\eta_{0} + 3g^2 - (w^2 + g^2)(1 - \alpha^2)} \left( w^2(1 - \alpha^2) + 2g^2 \right) \sqrt{2\eta_{0} + g(w^2 - g^2)(1 - \alpha^2)(2 + \alpha^2)} \right) \eta_{0}, \quad \text{triplet } T^0 \text{ like},
\end{align*}$$

(D.15a) (D.15b)

and for high magnetic field $|B| \gg |\eta_{0}^2 \Delta|$ it becomes $E_h \approx |\Delta| (1 - \eta_{0,5}^2) - B$, where $|\eta_{0,h}| = -|\eta_{0,T}|$. Independent of the magnetic field size for the states $|T^\pm\rangle$ we get $E_{T^\pm,l} = |\Delta| (1 - \eta_{0,0,T}^2) \pm B$.

### D.2 Three quasiparticles

In this section we will check how does the energy of the state (D.1) is changed when in the ansatz three quasiparticles are included. To make things simple we examine situation with no potential scattering, no magnetic field, and no phase difference. In such a case we have a wavefunction

$$\psi = \sum_{q} \left( A_{q}|\uparrow_q, \downarrow\rangle + B_{q}|\downarrow_q, \uparrow\rangle \right) + \sum_{q_1,q_2,q_3} \left( a_{q_1,q_2,q_3}|\uparrow_{q_1}, \uparrow_{q_2}, \downarrow_{q_3}\rangle + b_{q_1,q_2,q_3}|\downarrow_{q_1}, \uparrow_{q_2}, \uparrow_{q_3}\rangle \right),$$

(D.16)

and we get the following equations for the expansion coefficients

$$\langle \downarrow_{q}, \downarrow|H|\psi_{b}\rangle = E_{c} A_{c} - \frac{J}{2} \sum_{k} K_{ck} A_{k} + \frac{J}{2} \sum_{k} K_{ck} B_{k}$$

(D.17a)

and

$$\langle \downarrow_{q}, \uparrow|H|\psi_{b}\rangle = E_{c} B_{c} - \frac{J}{2} \sum_{k} K_{ck} B_{k} + \frac{J}{2} \sum_{k} K_{ck} A_{k}$$

(D.17b)
\begin{align}
\langle \uparrow \kappa_1 \downarrow \kappa_2 \downarrow \kappa_3, \upsilon \uparrow \kappa_1 \downarrow \kappa_2 \downarrow \kappa_3 | H | \psi_b \rangle &= (E_{\kappa_1} + E_{\kappa_2} + E_{\kappa_3})(a_{\kappa_1 \kappa_2 \kappa_3} - a_{\kappa_2 \kappa_1 \kappa_3}) \\
- \frac{J}{2} \sum_{k} K_{\kappa_1 k}(a_{\kappa_2 \kappa_3} - a_{\kappa_3 \kappa_2}) - \frac{J}{2} \sum_{k} K_{\kappa_2 k}(a_{\kappa_1 \kappa_3} - a_{\kappa_3 \kappa_1}) + \frac{J}{2} \sum_{k} K_{\kappa_3 k}(a_{\kappa_1 \kappa_2} - a_{\kappa_2 \kappa_1}) \\
+ \frac{J}{2} \sum_{k} K_{\kappa_1 k}(b_{\kappa_2 \kappa_3} - b_{\kappa_3 \kappa_2}) + \frac{J}{2} \sum_{k} K_{\kappa_2 k}(b_{\kappa_1 \kappa_3} - b_{\kappa_3 \kappa_1}) \\
\frac{J}{2}(L_{\kappa_2 \kappa_3} - L_{\kappa_3 \kappa_2}) A_{\kappa_1} + \frac{J}{2}(L_{\kappa_1 \kappa_3} - L_{\kappa_3 \kappa_1}) A_{\kappa_2} - J(L_{\kappa_1 \kappa_2} - L_{\kappa_2 \kappa_1}) B_{\kappa_3} &= E(a_{\kappa_1 \kappa_2 \kappa_3} - a_{\kappa_2 \kappa_1 \kappa_3}).
\end{align}

\begin{align}
\langle \downarrow \kappa_1 \uparrow \kappa_2 \downarrow \kappa_3, \upsilon \uparrow \kappa_1 \downarrow \kappa_2 \downarrow \kappa_3 | H | \psi_b \rangle &= (E_{\kappa_1} + E_{\kappa_2} + E_{\kappa_3})(b_{\kappa_1 \kappa_2 \kappa_3} - b_{\kappa_2 \kappa_1 \kappa_3}) \\
- \frac{J}{2} \sum_{k} K_{\kappa_1 k}(b_{\kappa_2 \kappa_3} - b_{\kappa_3 \kappa_2}) - \frac{J}{2} \sum_{k} K_{\kappa_2 k}(b_{\kappa_1 \kappa_3} - b_{\kappa_3 \kappa_1}) + \frac{J}{2} \sum_{k} K_{\kappa_3 k}(b_{\kappa_1 \kappa_2} - b_{\kappa_2 \kappa_1}) \\
+ \frac{J}{2} \sum_{k} K_{\kappa_1 k}(a_{\kappa_2 \kappa_3} - a_{\kappa_3 \kappa_2}) + \frac{J}{2} \sum_{k} K_{\kappa_2 k}(a_{\kappa_1 \kappa_3} - a_{\kappa_3 \kappa_1}) \\
\frac{J}{2}(L_{\kappa_2 \kappa_3} - L_{\kappa_3 \kappa_2}) B_{\kappa_1} + \frac{J}{2}(L_{\kappa_1 \kappa_3} - L_{\kappa_3 \kappa_1}) B_{\kappa_2} - J(L_{\kappa_1 \kappa_2} - L_{\kappa_2 \kappa_1}) A_{\kappa_3} &= E(b_{\kappa_1 \kappa_2 \kappa_3} - b_{\kappa_2 \kappa_1 \kappa_3}).
\end{align}

In Eqs. (D.18) we keep only the braced terms, because the other terms correspond to higher order corrections. Then we get the following coefficients

\begin{align}
a_{\kappa_1 \kappa_2 \kappa_3} - a_{\kappa_2 \kappa_1 \kappa_3} &\approx \frac{J}{2}(L_{\kappa_2 \kappa_3} - L_{\kappa_3 \kappa_2}) A_{\kappa_1} - (L_{\kappa_1 \kappa_3} - L_{\kappa_3 \kappa_1}) A_{\kappa_2} + 2(L_{\kappa_1 \kappa_2} - L_{\kappa_2 \kappa_1}) B_{\kappa_3}, \quad (D.19a) \\
b_{\kappa_1 \kappa_2 \kappa_3} - b_{\kappa_2 \kappa_1 \kappa_3} &\approx \frac{J}{2}(L_{\kappa_2 \kappa_3} - L_{\kappa_3 \kappa_2}) B_{\kappa_1} - (L_{\kappa_1 \kappa_3} - L_{\kappa_3 \kappa_1}) B_{\kappa_2} + 2(L_{\kappa_1 \kappa_2} - L_{\kappa_2 \kappa_1}) A_{\kappa_3}, \quad (D.19b)
\end{align}

which are inserted into (D.17) to give

\begin{align}
(E_{\kappa} + \Delta E_{\kappa} - E) A_{\kappa} &= \frac{3J}{2} \sum_{k} K_{k \kappa} A_{k} - \frac{3J^2}{4} \sum_{k, k, k} \frac{(L_{k \kappa} - L_{k \kappa}) (L_{k \kappa} - L_{k \kappa})}{E_{k} + E_{k} + E_{k} - E} A_{k} = 0, \quad \text{for singlet } B_{k} = -A_{k}, \\
(E_{\kappa} + \Delta E_{\kappa} - E) A_{\kappa} &= + \frac{3J}{2} \sum_{k} K_{k \kappa} A_{k} + \frac{3J^2}{4} \sum_{k, k, k} \frac{(L_{k \kappa} - L_{k \kappa}) (L_{k \kappa} - L_{k \kappa})}{E_{k} + E_{k} + E_{k} - E} A_{k} = 0, \quad \text{for triplet } B_{k} = A_{k},
\end{align}

where

\begin{align}
\Delta E_{\kappa} = - \frac{3J^2}{4} \sum_{k, k, k} \frac{|L_{k \kappa} - L_{k \kappa}|^2}{E_{k} + E_{k} + E_{k} - E},
\end{align}

is the quasiparticle energy shift. The integral equation (D.20) is solved iteratively by substituting in the last term

\begin{align}
\text{for singlet: } A_{\kappa} &\approx \frac{3J}{2} \sum_{k} \frac{K_{k \kappa}}{E_{k} + \Delta E_{\kappa} - E} A_{k}; \quad \text{for triplet: } A_{\kappa} &\approx - \frac{J}{2} \sum_{k} \frac{K_{k \kappa}}{E_{k} + \Delta E_{\kappa} - E} A_{k}.
\end{align}

Then by having $S_{\mu \Lambda} = S_{\nu \Lambda}$ [see Eq. (D.5)] for symmetric band $\xi \in [-D, D]$, we obtained from Eq. (D.20) with the above approximation (D.22) the following secular equations

\begin{align}
1 - \frac{3J}{2} \sum_{k} \frac{u_{k}^2 + u_{k}^2}{E_{k} + \Delta E_{k} - E} - \frac{9J^3}{8} \sum_{k, k, k} \frac{u_{k}^2 + u_{k}^2}{(E_{k} + E_{k} + E_{k} - E)(E_{k} + \Delta E_{k} - E)(E_{k} + \Delta E_{k} - E)} &= 0, \quad \text{for singlet,}
\end{align}

\begin{align}
1 + \frac{J}{2} \sum_{k} \frac{u_{k}^2 + u_{k}^2}{E_{k} + \Delta E_{k} - E} + \frac{9J^3}{8} \sum_{k, k, k} \frac{u_{k}^2 + u_{k}^2}{(E_{k} + E_{k} + E_{k} - E)(E_{k} + \Delta E_{k} - E)(E_{k} + \Delta E_{k} - E)} &= 0, \quad \text{for triplet.}
\end{align}
Now we want to calculate the bound state energy from equations (D.23). We will write down more detailed calculation for the singlet case, because in the triplet case it is analogous. First thing to note is that \( \Delta E_k \) gives ground-state energy shift when we set \( E_\chi - E = 0 \) in the expression (D.21). We denote this shift as \( \Delta E_0 \) and introduce new variables

\[
\Delta E_0 = -\frac{3f^2}{4} \sum_{kk'} \frac{|L_{kk'} - L_{k'k}|^2}{E_k + E_{k'}}.
\]

(D.24a)

\[
E = E' + \Delta E_0, \quad \Delta E_k = \Delta E_k - \Delta E_0.
\]

(D.24b)

The new variable \( E' \) corresponds to energy difference between ground-state doublet and excited singlet/triplet. Using the new variables the equation (D.23) for the singlet becomes

\[
1 - \frac{3f^2}{2} \sum_k \frac{u_k^2 + u_k v_k}{E_k + \Delta E_k - E'} - \frac{9f^3}{4} \sum_k \frac{(u_k^2 + u_k v_k)(u_k^2 + u_k v_k)}{(E_k + \Delta E_k - E')(E_k + \Delta E_k - E')} \cdot \frac{\pi v_F}{2} U_-(E' + \Delta E_0 - E_k - E_k) = 0,
\]

where we introduced

\[
U_\chi(E) = s_{uu} \pm s_{uv}.
\]

(D.26)

By assuming that \( 0 < |\Delta| - E' \sim g^2 |\Delta| < |\Delta| \) the main contribution to the integrals in the last term of (D.25) comes when \( E_k \) and \( E_k \) are close to \( |\Delta| \). Then we also have

\[
1 - \frac{3f}{2} \sum_k \frac{u_k^2 + u_k v_k}{E_k + \Delta E_k - E'} \approx \frac{\pi v_F}{2} U_+(E') \left[ 1 - g^2 c_1 \right],
\]

(D.27)

\[
\Delta E_k \approx (E_k - E') g^2 c_1,
\]

\[
c_1 = \frac{3}{\pi^2 v_F^2} \sum_k \frac{|L_{kk'} - L_{k'k}|^2}{(E_k + E_{k'})^2},
\]

and after leaving the relevant terms which will give contributions to third order in \( g = \pi v_F J/2 \) to \( E' \), Eqs. (D.25) become

\[
1 - 3g U_+(E') - 9g^3 U_+^2(E') U_-(\Delta) = 0, \quad \text{for singlet},
\]

\[
1 + g U_+(E') - 5g^3 U_+^2(E') U_-(\Delta) = 0, \quad \text{for triplet}.
\]

(D.28)

Once again we write the energy as \( E' = |\Delta|(1 - \eta^2) \), which then gives

\[
U_+(E') \approx \frac{1}{\pi} \left[ \ln \frac{2D}{|\Delta|} + \frac{2}{\eta} \left( \frac{\pi}{\sqrt{2}} - \eta \right) \right],
\]

\[
U_-(\Delta) \approx \frac{1}{\pi} \left( \ln \frac{2D}{|\Delta|} - 2 \right), \quad D \gg |\Delta|
\]

(D.29)

and finally from Eqs. (D.28) we obtain

\[
\eta_S \approx 3\sqrt{2} g \left[ 1 + \frac{4g}{\pi} \left( \ln \frac{2D}{|\Delta|} - 2 \right) \right],
\]

\[
\eta_T \approx -\sqrt{2} g \left[ 1 + \frac{4g}{\pi} \left( \ln \frac{2D}{|\Delta|} - 2 \right) \right].
\]

(D.30)
The above result (D.30) is consistent with poor man’s scaling for the coupling [70, 149], when $D \gg |\Delta|$, and it differs from the result obtained in [74]. There some small mistakes were made when obtaining the leading-logarithmic contribution $\ln \frac{2D}{|\Delta|}$ for the energy difference. So we resum leading-logarithms $\ln \frac{2D}{|\Delta|}$ in (D.30) using poor man’s scaling

$$\eta(g, D) - \eta(g + \delta g, D - \delta D) = 0,$$

(D.31)

where $\eta$ stands for $\eta_{S/T^0}$. From Eq. (D.31) we obtain the usual flow equation

$$\frac{dg}{d\lambda} = -\frac{4g^2}{\pi}, \quad d\lambda = d\ln D = \frac{dD}{D},$$

(D.32)

which gives the following running coupling $g^*$ when $D$ is scaled down to $D^*$

$$g^* = \frac{\pi}{4\ln \frac{D^*}{T_K}}, \quad T_K = De^{-\frac{\pi}{4}}.$$

(D.33)

Note that $D^* \gg |\Delta|$ for the usual poor man’s scaling equation (D.32) to hold.
Appendix E

Equations for phonon Green’s functions

In this Appendix we calculate the following retarded correlation functions

\[ G_{\beta \nu n, R}^{\alpha \nu, R} = -\frac{i}{\hbar} \theta(t - t')[u_{\beta \nu}(t), r_n(t')], \quad (E.1a) \]

\[ G_{\alpha \nu n, R}^{\alpha \nu, R} = -\frac{i}{\hbar} \theta(t - t')[r_n(t), u_{\beta \nu}(t')], \quad (E.1b) \]

\[ D_{\nu n, R}^{\alpha \nu, R} = -\frac{i}{\hbar} \theta(t - t')[r_n(t), r_n(t')], \quad (E.1c) \]

using the equation of motion technique. Note that the variables are in mass weighted coordinates \(9.3\) and we use the following shorthand notation \(n \equiv i, m, \beta \equiv i', \alpha, r\). Here

\[ u_{i\alpha \nu}(r, t) = \sqrt{\frac{M_\alpha}{2\rho_\alpha \omega_\alpha}} [u_{i\alpha \nu}^{(v)}(r) e^{-i\omega_\alpha t} a_\nu + u_{i\alpha \nu}^{(v)}(r) e^{i\omega_\alpha t} a_\nu^+] \quad (E.2) \]

is mass weighted displacement vector for particular mode \(\nu\). In the calculations we will need such time derivatives [commutators with Hamiltonian \(9.1\)] of \(r_n, t, p_n, t, u_{\beta \nu}, t\) and \(\pi_{\beta \nu}, t\):

\[ \frac{\partial}{\partial t} r_n, t = \frac{i}{\hbar} [H, r]_t = p_n, t, \quad (E.3a) \]

\[ \frac{\partial}{\partial t} p_n, t = \frac{i}{\hbar} [H, p]_t = -V_n r_n, t - \sum_{n_{1}=n} V_{nn_{1}} r_{n_{1}}, t - \sum_{\beta_{1}} V_{n\beta_{1}} u_{\beta_{1}}, t, \quad (E.3b) \]

\[ \frac{\partial}{\partial t} u_{\beta \nu}, t = \frac{i}{\hbar} [H, u_{\beta \nu}]_t = \frac{M_\beta}{\rho_\beta} \pi_{\beta \nu}, t, \quad \frac{\partial}{\partial t} \pi_{\beta \nu}, t = \frac{1}{\rho_\alpha} \pi_{\beta \nu}, t, \quad (E.3c) \]

\[ \frac{\partial}{\partial t} \pi_{\beta \nu}, t = \frac{i}{\hbar} [H, \pi_{\beta \nu}]_t = -\frac{\rho_\beta}{M_\beta} \omega_\beta^{2} u_{\beta \nu}, t - \sum_{n_{1}} r_{n_{1}, t} V_{n_{1}\beta_{2}} c_{\beta_{2}}^{(v)} - \sum_{\beta_{1}} u_{\beta_{1}}, t V_{\beta_{1}} c_{\beta_{1}, \beta}^{(v)}, \quad (E.3d) \]

where we used the shorthand notation \(A_t = A(t)\) for the Heisenberg evolution of an operator, and introduced the function \(c_{\beta \nu}^{(v)} \equiv \delta_{\alpha \alpha'} c_{i i', a, \alpha, \nu} \cdot \delta_{a \alpha} \cdot \text{Re}[u_{i \alpha}^{(v)}(r) u_{i', \alpha}^{(v)}(r')]\) with \(u_{i \alpha}^{(v)}(r)\) being given by Eq. (10.28). After differentiating Eqs. (E.1a), (E.1c) with respect to time \(t\) and Eq. (E.1b) with respect to
where we denoted $V_{nn} = \omega_n^2$. Combining the equations (E.4) and (E.5) we obtain

$$\partial_t^2 G^{\text{ur},R}_{\nu v',tt'} = -\omega_{\nu v'}^2 G^{\text{ur},R}_{\nu v',tt'} - \sum_{n_1} V_{nn_1} D^{R}_{nn_1,tt'} - \sum_{n_1} V_{nn_1} G^{\text{ur},R}_{\nu v',tt'}$$

$$\partial_t^2 G^{\text{rr},R}_{\nu v',tt'} = -\omega_{\nu v'}^2 G^{\text{rr},R}_{\nu v',tt'} - \sum_{n_1} D^{R}_{nn_1,tt'} + \sum_{n_1} D^{R}_{nn_1,tt'}$$

$$\partial_t^2 G^{\text{rr},R}_{nn',tt'} = -\omega_{\nu v'}^2 G^{\text{rr},R}_{nn',tt'} - \sum_{n_1} G^{R}_{nn_1,tt'} + \sum_{n_1} G^{R}_{nn_1,tt'}$$

Now we Fourier transform the above equations with respect to the time difference, i.e., we integrate both sides with $\int_{-\infty}^{\infty} d(t-t')e^{i(\omega+\nu)(t-t')}$, and then we get

$$- (\omega + \nu)^2 G^{\text{ur},R}_{\nu v',\omega} = -\omega_{\nu v'}^2 G^{\text{ur},R}_{\nu v',\omega} - \sum_{n_1} \partial^n G^{R}_{nn_1,\omega} V_{nn_1} D^{R}_{nn_1,\omega}$$

$$- (\omega + \nu)^2 G^{\text{rr},R}_{\nu v',\omega} = -\omega_{\nu v'}^2 G^{\text{rr},R}_{\nu v',\omega} - \sum_{n_1} D^{R}_{nn_1,\omega} - \sum_{n_1} G^{R}_{nn_1,\omega}$$

$$- (\omega + \nu)^2 D^{R}_{nn',\omega} = -\omega_{\nu v'}^2 D^{R}_{nn',\omega} - \sum_{n_1} V_{nn_1} D^{R}_{nn_1,\omega} - \sum_{n_1} V_{nn_1} G^{R}_{nn_1,\omega}$$

which can be rewritten as

$$G^{\text{ur},R}_{\nu v',\omega} = \sum_{n_1} \partial^n G^{R}_{nn_1,\omega} V_{nn_1} D^{R}_{nn_1,\omega} + \sum_{n_1} \partial^n G^{R}_{nn_1,\omega} V_{nn_1} G^{R}_{nn_1,\omega}$$

$$G^{\text{rr},R}_{\nu v',\omega} = \sum_{n_1} D^{R}_{nn_1,\omega} + \sum_{n_1} G^{R}_{nn_1,\omega} V_{nn_1}$$

$$D^{R}_{nn',\omega} = \sum_{n_1} D^{R}_{nn_1,\omega} V_{nn_1} + \sum_{n_1} D^{R}_{nn_1,\omega} G^{R}_{nn_1,\omega}$$

where $D^0$ and $S^0$ are non-interacting substrate and particle Green's functions which are given in Appendix F by equation (F.1). In the end we will need Green's functions summed over the modes $\nu$.
and $\nu'$, and by summing the above equations (E.8) over $\nu$ and $\nu'$ we obtain

\begin{align}
G_{\beta n', \omega}^{ur,R} &= \sum_{\beta_1 n_2} S_{\beta \beta_1, \omega}^{0,R} V_{\beta_1 n_2} D_{\beta_2 n', \omega}^{R,R} + \sum_{\beta_1} S_{\beta \beta_1, \omega}^{0,R} V_{\beta_1} G_{\beta \beta_1, \omega}^{ur,R} \\
G_{n \beta', \omega}^{ru,R} &= \sum_{n_1 \beta_2} D_{\beta n_1, \omega}^{R,R} V_{n_1 \beta_2} S_{\beta_2 \beta', \omega}^{0,R} + \sum_{\beta_1} G_{n \beta', \omega}^{ru,R} V_{\beta_1} S_{\beta_1 \beta', \omega}^{0,R} \\
D_{nn', \omega}^{R,R} &= \sum_{n_1 \neq n_2} D_{\beta n_1, \omega}^{0,R} V_{n_1 n_2} D_{\beta n', \omega}^{R,R} + \sum_{n_1 \beta_2} D_{\beta n_1, \omega}^{0,R} V_{n_1 \beta_2} G_{\beta \beta_2, \omega}^{ur,R} 
\end{align}

(E.9a, b, c)

The equation of motion technique gives exactly the same equations for advanced Green’s functions (with $\eta \rightarrow -\eta$) and as we can see from Larkin-Ovchinnikov representation (11.9) it also carries to Schwinger-Keldysh space (see Eq. 11.10) [131, 134, 150].
The non-interacting particle $D^0$ and lead $S^0$ Green’s functions

In this section we present the non-interacting particle Green’s function $D^0$ corresponding to Hamiltonian $H_0 = \sum_{\text{im}} (p^2_{im} + V_{im,im}^2)/2$ and lead Green’s functions $S^0$ corresponding to Hamiltonian $H_0 = \sum_{\alpha\nu} \hbar\omega_{\alpha\nu} a^\dagger_{\alpha\nu} a_{\alpha\nu}$. We note that we use mass weighted coordinates (9.3). By using equation of motion we obtain for Fourier transformed retarded Green’s functions

$$D^{0,R}_{\text{im},i'm',\omega} = \frac{\delta_{ii'} \delta_{mm'}}{(\omega + i\eta)^2 - \omega_{im}^2}, \quad \omega_{im}^2 = \frac{K_{im}}{M_m}, \quad (F.1a)$$

$$S^{0,R}_{\alpha\nu;\alpha',\nu',\omega} = \frac{M_{\alpha}}{\rho_{\alpha}} \frac{c_{ii',\alpha',\nu',\nu} \delta_{\alpha\alpha'} \delta_{\nu\nu'}}{(\omega + i\eta)^2 - \omega_{\alpha\nu}^2}, \quad \omega_{\alpha\nu} = \epsilon_{\alpha} \sqrt{k_{\rho}^2 + \kappa^2}, \quad (F.1b)$$

where

$$c_{\alpha\nu;\alpha',\nu',\nu} = \text{Re} \left[ u_{i\alpha}^{(v)}(r) u_{i'\alpha}^{(v)}(r') \right] = \frac{1}{2} \left[ u_{i\alpha}^{(v)}(r) u_{i'\alpha}^{(v)}(r') + u_{i\alpha}^{(v)}(r) u_{i'\alpha}^{(v)}(r') \right], \quad (F.2)$$

and $S^{0,R}_{\alpha\nu;\alpha',\nu',\omega}$ corresponds to

$$S^{0,R}_{\alpha\nu;\alpha',\nu',\omega} = -i\theta(t-t') \langle [u_{i\alpha}^{(v)}(r,t), u_{i'\alpha}^{(v)}(r',t')] \rangle_0. \quad (F.3)$$

We are interested in the $\nu \nu'$ summed lead Green’s function $S^{0,R}_{\alpha\nu;\alpha',\nu',\omega}$, when molecules are attached only to the surface of the leads $r_{\alpha} = (x, y_{\alpha}, z)$, $r'_{\alpha} = (x', y_{\alpha}, z')$. So we need the coefficient

$$c_{a,i'i',\nu_r;\nu_r} = \frac{1}{2(2\pi)^2} \left[ f_{ia}^{(v)}(y_{\alpha}) f_{i'a}^{(v)}(y_{\alpha}) e^{ik_{\nu}(z-z')} e^{ik_{\nu}(x-x')} + f_{ia}^{(v)}(y_{\alpha}) f_{i'a}^{(v)}(y_{\alpha}) e^{-ik_{\nu}(z-z')} e^{-ik_{\nu}(x-x')} \right], \quad (F.4)$$

and then the required $\nu \nu'$ summed lead Green’s function is

$$S^{0,R/A}_{\alpha\nu;\alpha',\nu',\omega} = \frac{M_{\alpha}}{2(2\pi)^2 \rho_{\alpha}} \sum_{m=H,\pm,0,R} \int_0^{k_D} \frac{dk_{\kappa}}{k_{\kappa}} \int_0^{k_2} d\kappa_{\rho} \int_0^{2\pi} d\theta \frac{1}{(\omega + i\eta)^2 - \epsilon_{\alpha}^2 (k_{\rho}^2 + \kappa^2)} \times \left[ f_{ia}^{(v)}(y_{\alpha}) f_{i'a}^{(v)}(y_{\alpha}) e^{ik_{\nu}(z-z')} e^{ik_{\nu}(x-x')} + f_{ia}^{(v)}(y_{\alpha}) f_{i'a}^{(v)}(y_{\alpha}) e^{-ik_{\nu}(z-z')} e^{-ik_{\nu}(x-x')} \right], \quad (F.5)$$

where different modes $m = H, \pm, 0, R$ and relevant integration intervals $k_1, k_2$ for these modes are described in Section 10. We have the following expressions for functions $f_{ia,y_{\alpha}}^{(v)}$, which enter (F.5)
If the molecule couples to a single point of the lead, we have the relations
\[0 = -i \sin \theta \sqrt{\frac{2}{\pi}} \int b + \frac{k\beta}{k} (1 + a) \, dk, \quad k_y = \frac{c_1}{c_t} \sqrt{\frac{\kappa_2}{\kappa} - 1} - \frac{k_\beta}{k}, \quad k_m = ik_y,
\]
\[f_x = -i \sin \theta \sqrt{\frac{2}{\pi}} (1 + k^2/\kappa^2) \left[ b + \frac{k\beta}{k} (1 + a) \right], \quad k_y = \frac{c_1}{c_t} \sqrt{\frac{\kappa_2}{\kappa} - 1} - \frac{k_\beta}{k}, \quad k_m = ik_y,
\]
\[f_y = -i \sin \theta \sqrt{\frac{2}{\pi}} (1 + k^2/\kappa^2) \left[ b + \frac{k\beta}{k} (1 + a) \right], \quad k_y = \frac{c_1}{c_t} \sqrt{\frac{\kappa_2}{\kappa} - 1} - \frac{k_\beta}{k}, \quad k_m = ik_y.
\]
\[f_x = i \sin \theta \sqrt{\frac{\kappa}{\kappa K(a)}} \left[ b + \frac{k\beta}{k} (1 + a) \right], \quad k_y = \frac{c_1}{c_t} \sqrt{\frac{\kappa_2}{\kappa} - 1} - \frac{k_\beta}{k}, \quad k_m = ik_y,
\]
\[f_y = -i \sin \theta \sqrt{\frac{\kappa}{\kappa K(a)}} \left[ b + \frac{k\beta}{k} (1 + a) \right], \quad k_y = \frac{c_1}{c_t} \sqrt{\frac{\kappa_2}{\kappa} - 1} - \frac{k_\beta}{k}, \quad k_m = ik_y.
\]

where we have suppressed the labels \(\alpha, y_\alpha\), and \((\kappa, \theta, \kappa, \lambda_\alpha)\) for simplicity. We can obtain the advanced \(S^{0,A}\) and Keldysh \(S^{0,K}\) Green's functions by noting that in equilibrium for bosonic Green's function \(G_\omega\) we have the relations \(G_\omega = [G_\omega^{R,K}]^\dagger\) and \(G_\omega^{K} = [2n(\omega) + 1](G_\omega^{R} - G_\omega^{A}).

### F.1 Coupling to a single point

If the molecule couples to a single point of the lead \(r_\alpha = (x_\alpha, y_\alpha, z_\alpha)\) then from Eq. (F.5) and Eq. (11.27) we obtain such imaginary part for different modes \(m\) of \(S_{\alpha\beta}^{0,R} i_{\alpha\beta}, i_{\beta\alpha}, \omega_i\):

\[b_\parallel^H = - \frac{\omega}{4\pi\rho c_i^4} \int_0^1 \frac{x^2}{\sqrt{1 - x^2}} \, dx \approx - 0.151 \frac{\omega}{4\pi\rho c_i^4},
\]
\[b_\parallel^H = - \frac{\omega}{8\pi\rho c_i^4} \int_0^{1/c_r} \frac{c_r^2 x^2}{c_r^2 (1 - 2x^2)^2 + 4x^2 \sqrt{1 - x^2} \sqrt{1 - (c_r x)^2}} \, dx \approx - 0.042 \frac{\omega}{4\pi\rho c_i^4},
\]
\[b_\parallel^{(0)} = - \frac{\omega}{4\pi\rho c_i^4} \int_0^{1/c_r} \frac{c_r^2 x^2}{c_r^2 (1 - 8x^2(1 - x^2)(1 - 2x^2) - 16x^4(1 - x^2)^2} \, dx \approx - 0.158 \frac{\omega}{4\pi\rho c_i^4},
\]
\[b_\parallel^R = - \frac{\pi\xi}{4\pi\rho c_i^4} \int_0^{1/c_r} \frac{(c_r^2 - 1 + \xi)(c_r^2 + 1 - 2\sqrt{\xi(c_r^2 - 1 + \xi)})^2}{c_r^2 (1 - 8x^2(1 - x^2)(1 - 2x^2) - 16x^4(1 - x^2)^2} \approx - 0.151 \frac{\omega}{4\pi\rho c_i^4}.
\]
Then the total values of imaginary parts are depicted in the inset of Figure F.1. We consider such a function assumption of coupling to a single point of the lead is valid we examine coupling to an area as in such a case the result for the heat current depends on the actual value of \( \omega \). From Eq. (F.12) we see that the real part after applying transformation Eq. (F.11) to Eq. (F.10) we obtain

\[
b_{\perp}^{+} = -\frac{\omega}{4\pi\rho c_{l}^{3}} \int_{0}^{1/c_{l}} \frac{x\sqrt{1-(\zeta_{x}x)^{2}}dx}{c_{l}(1-2x^{2})^{2} + 4x^{2}\sqrt{1-x^{2}}\sqrt{1-(\zeta_{x}x)^{2}}} \approx -0.021 \frac{\omega}{4\pi\rho c_{l}^{3}},
\]

\[
b_{\perp}^{(0)} = -\frac{2\omega}{\pi\rho c_{l}^{3}} \int_{1/c_{l}}^{1} \frac{x^{3}\sqrt{1-x^{2}}[(\zeta_{x}x)^{2} - 1]dx}{c_{l}^{2}[1 - 8x^{2}(1-x^{2})(1-2x^{2})] - 16x^{4}(1-x^{2})} \approx -0.540 \frac{\omega}{4\pi\rho c_{l}^{3}},
\]

\[
b_{\perp}^{R} = -\frac{\omega}{2\pi\rho c_{l}^{3}} \frac{\pi(1-\xi)4\pi^{2}(\zeta_{x}^{2} - 1 + \xi)3/2}{c_{l}(1-\xi^{2})2(\sqrt{\zeta_{x}^{2}} - 1 + \xi - c_{l}\sqrt{\xi})[(1+2\xi)\sqrt{\zeta_{x}^{2}} - 1 + \xi - c_{l}\sqrt{\xi}]} \approx -0.863 \frac{\omega}{4\pi\rho c_{l}^{3}}.
\]

For gold (Au) leads we have

\[
c_{r} = \frac{c_{l}}{c_{l}} = \sqrt{\frac{2(1 - \sigma)}{1 - 2\sigma}} \approx 2.693, \quad \text{where} \quad \sigma = 0.42 \quad \text{is Poisson ratio},
\]

and \( 0 < \xi < 1 \) is determined from Eq. (10.84)

\[
\xi^{4} + 4\xi^{3} + 2\left(3 - \frac{8}{\zeta_{r}^{2}}\right)\xi^{2} - 4\left(3 - \frac{4}{\zeta_{r}^{2}}\right)\xi + 1 = 0, \quad \xi \approx 0.107.
\]

Then the total values of imaginary parts are

\[
b_{||} \approx -1.404 \frac{\omega}{4\pi\rho c_{l}^{3}} \equiv -A_{||} \omega, \quad b_{\perp} \approx -1.445 \frac{\omega}{4\pi\rho c_{l}^{3}} \equiv -A_{\perp} \omega.
\]

Note that \( b_{||} \) corresponds to \( b_{zz}, b_{xx} \) components and \( b_{\perp} \) corresponds to \( b_{yy} \).

We can calculate the real part using the Kramers-Kröning relations (also known as Hilbert transform). For function \( G(\omega) \), which is analytic in the upper complex half-plane (the retarded one), and which decays as \( \omega^{-\sigma} \) with \( a > 0 \) we have

\[
\text{Re} G(\omega) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\text{Im} G(\omega')}{\omega' - \omega} d\omega',
\]

\[
\text{Im} G(\omega) = -\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\text{Re} G(\omega')}{\omega' - \omega} d\omega'.
\]

In our case the retarded function \( S_{0,R}^{0} \) satisfies all the above mentioned conditions if we cutoff the frequency \( \omega \) in the imaginary parts of (F.10) by the Debye frequency \( \omega_{D} \). In such a case after applying transformation Eq. (F.11) to Eq. (F.10) we obtain

\[
a_{||,\perp} = -\frac{A_{||,\perp}}{\pi} \left(2\omega_{D} + \omega \ln \left|\frac{\omega_{D} - \omega}{\omega_{D} + \omega}\right|\right).
\]

**F.2 Coupling to an area**

From Eq. (F.12) we see that the real part \( a_{||,\perp} \) depends on the cutoff \( \omega_{D} \) even when \( \omega_{D} \rightarrow +\infty \), and in such a case the result for the heat current depends on the actual value of \( \omega_{D} \). To see if the assumption of coupling to a single point of the lead is valid we examine coupling to an area as depicted in the inset of Figure F.1. We consider such a function

\[
R_{ii',\omega}^{0} = \frac{1}{a^{4}} \int_{-\frac{a}{2}}^{\frac{a}{2}} dxdz'dx' S_{ii',\omega,\omega'}^{0}.
\]
where we integrate the lead Green’s function over area \(a^2\) for every of the variables \(r_\alpha = (x, y_\alpha, z)\) and \(r_\alpha' = (x', y_\alpha, z')\). Note that we have neglected the label \(\alpha\) for convenience. If the coupling area is of the size of the lead atom the Debye frequency should cutoff the imaginary part of the function (F.13) before it starts decaying due to coupling to a finite area. Using the following integrals

\[
I_{zz} = I_{xx} = \int_0^{2\pi} \frac{d\theta}{\cos^2 \theta} \sin^2 \left(\frac{k a}{2} \cos \theta\right) \sin^2 \left(\frac{k a}{2} \sin \theta\right),
\]

\[
I_{yy} = \int_0^{2\pi} \frac{d\theta}{\cos^2 \theta \sin^2 \theta} \sin^2 \left(\frac{k a}{2} \cos \theta\right) \sin^2 \left(\frac{k a}{2} \sin \theta\right),
\]

we can rewrite the retarded function of (F.13) as

\[
R_{ii',\omega}^{0,R} = \frac{1}{2(2\pi)^2 \rho} \sum_{m=H,+,0,R} \int_{\mathbf{k}_D} d\mathbf{k} \frac{\mathbf{f}_{i}\mathbf{i}'_{i'} + \mathbf{f}_{i'}\mathbf{i}_{i'}}{(\omega + i\eta)^2 - c_{i}^2(k^2_{i} + k^2)} \times \frac{16}{a^4 \kappa^4} I_{ii'} \left(\frac{k a}{2}\right),
\]

\[
= \frac{16}{2(2\pi)^2 \rho c_{i}^2} \sum_{m=H,+,0,R} \int_{\mathbf{k}_D} d\mathbf{k} \frac{\mathbf{f}_{i}\mathbf{i}'_{i'} + \mathbf{f}_{i'}\mathbf{i}_{i'}}{(\omega + i\eta)^2 - (v^2 + u^2)} \times \frac{16}{a^4 \kappa^4} I_{ii'} \left(\frac{u}{2}\right),
\]

where \(\mathbf{f}\) represents functions in (F.6) without trigonometric factors dependent on the angle \(\theta\). Also the new variables and the dimensionless frequency are

\[
\tilde{\omega} = \omega a/c_{i}, \quad u = \kappa a, \quad v = \kappa a.
\]
Now in expression (F.15) we separate the real and imaginary part in the denominator, i.e.,

\[
\frac{1}{(\tilde{\omega} \pm i\eta)^2 - (v^2 + u^2)} = -P \frac{1}{v^2 + u^2 - \tilde{\omega}^2} \mp \frac{i\pi}{2} \frac{\text{sgn}(\tilde{\omega})}{\sqrt{\tilde{\omega}^2 - u^2}} \delta(v - \sqrt{\tilde{\omega}^2 - u^2}),
\]

where we used

\[
\delta(\sqrt{v^2 + u^2} \mp \tilde{\omega}) = \frac{|\tilde{\omega}|}{\sqrt{\tilde{\omega}^2 - u^2}} \delta(v - \sqrt{\tilde{\omega}^2 - u^2}).
\]

Note that for Rayleigh mode $R$ we have fixed value of $v^2 = -u^2 \xi$, where $\xi$ satisfies Eq. (10.84), and then we use the following form of the relation (F.17)

\[
\frac{1}{(\tilde{\omega} \pm i\eta)^2 - u^2(1 - \xi)} = -P \frac{1}{u^2(1 - \xi) - \tilde{\omega}^2} \mp \frac{i\pi}{2(\tilde{\omega} \pm i\eta)\sqrt{1 - \xi}} \delta(u - \frac{|\tilde{\omega}|}{\sqrt{1 - \xi}}).
\]

Using Eqs. (F.17) and (F.19) we find the imaginary part of function $R_{0,R}^{0,i,i\omega}(F.15)$, which is plotted in Figure F.1 for different modes $m$. Solid vertical gray lines denote Debye frequency $\omega_D = 22.2$ THz for $a_1 = 1.5$ Å corresponding to radius of a gold atom, which gives dimensionless frequency $\tilde{\omega}_1 \approx 2.80$, and $a_2 = 4.08$ Å corresponding to a lattice constant, which gives dimensionless frequency $\tilde{\omega}_2 \approx 7.61$. We see when the coupling area is shrunk to size of gold atom the Debye frequency cutoff is consistent with cutoff, which appears due to coupling to a finite area.
Appendix G

Normal modes of the two masses model

We want to rewrite Hamiltonian (9.1) with the coupling (9.2) for two masses model in the normal mode basis, which is useful when calculating the transmission (11.30). For simplicity, we suppress the coordinate label $i$ and then we need to diagonalize the following Hamiltonian

$$H_M = \frac{p_1^2}{2} + \frac{p_2^2}{2} + \frac{K + K_L}{2M_1} r_1^2 + \frac{K + K_R}{2M_2} r_2^2 - \frac{K}{\sqrt{M_1 M_2}} r_1 r_2,$$

(G.1a)

$$V = -\frac{K_L}{\sqrt{M_L M_1}} r_1 u_L - \frac{K_R}{\sqrt{M_R M_2}} r_2 u_R.$$

(G.1b)

In order to find the normal modes of (G.1a) we need to diagonalize the following Hessian matrix

$$\mathcal{H} = \begin{pmatrix} \frac{K_1}{M_1} & -\frac{K}{\sqrt{M_1 M_2}} \\ -\frac{K}{\sqrt{M_1 M_2}} & \frac{K_2}{M_2} \end{pmatrix} = \mathcal{P} \mathcal{D} \mathcal{P}^{-1},$$

(G.2)

where

$$K_1 = K + K_L, \quad K_2 = K + K_R.$$

(G.3)

The matrices $\mathcal{D}, \mathcal{P}, \mathcal{P}^{-1}$ are

$$\mathcal{D} = \begin{pmatrix} \omega_+^2 & 0 \\ 0 & \omega_-^2 \end{pmatrix}, \quad \mathcal{P} = \begin{pmatrix} u & v \\ -v & u \end{pmatrix}, \quad \mathcal{P}^{-1} = \begin{pmatrix} u & -v \\ v & u \end{pmatrix}, \quad \mathcal{P} \mathcal{P}^{-1} = 1,$$

(G.4)

with

$$\omega_k^2 = \frac{\omega_+^2 + \omega_-^2}{2} \pm \Delta, \quad \Delta = \sqrt{\delta^2 + V_{12}^2}, \quad \delta = \frac{\omega_1^2 - \omega_2^2}{2},$$

(G.5)

$$u = \sqrt{\frac{1}{2} \left( 1 + \frac{\delta}{\Delta} \right)}, \quad v = \sqrt{\frac{1}{2} \left( 1 - \frac{\delta}{\Delta} \right)}.$$

(G.6)

Then the normal mode coordinates are expressed as

$$\begin{pmatrix} r_+ \\ r_- \end{pmatrix} = \mathcal{P}^{-1} \begin{pmatrix} r_1 \\ r_2 \end{pmatrix} = \begin{pmatrix} u & -v \\ v & u \end{pmatrix} \begin{pmatrix} r_1 \\ r_2 \end{pmatrix} = \begin{pmatrix} ur_1 - vr_2 \\ ur_2 + vr_1 \end{pmatrix},$$

(G.7)

and the inverse transformation is

$$\begin{pmatrix} r_1 \\ r_2 \end{pmatrix} = \mathcal{P} \begin{pmatrix} r_+ \\ r_- \end{pmatrix} = \begin{pmatrix} u & v \\ -v & u \end{pmatrix} \begin{pmatrix} r_+ \\ r_- \end{pmatrix} = \begin{pmatrix} ur_+ + vr_- \\ ur_- - vr_+ \end{pmatrix}.$$
In the normal mode basis the Hamiltonian (G.1) is expressed as

\[
H_M = \frac{p_+^2}{2} + \frac{p_-^2}{2} + \frac{1}{2} \omega_+^2 r_+^2 + \frac{1}{2} \omega_-^2 r_-^2,
\]

\[
V = r_+ (V_{+L} u_L + V_{+R} u_R) + r_- (V_{-L} u_L + V_{-R} u_R),
\]

where

\[
V_{+L} = -\frac{K_L u}{\sqrt{M_L M_1}}, \quad V_{+R} = +\frac{K_R v}{\sqrt{M_R M_2}},
\]

\[
V_{-L} = -\frac{K_L v}{\sqrt{M_L M_1}}, \quad V_{-R} = -\frac{K_R u}{\sqrt{M_R M_2}},
\]

Note that \( u_{\alpha} \) corresponds to the displacement vector of the leads and \( u \) is just given by (G.6).
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